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Conditional expectation

Definition

Let X be a random variable on a probability space pΩ,F0,Probq satisfying
Er|X |s ă 8 and let F be a σ-algebra, F Ă F0. The conditional
expectation of X given F , ErX |F s is any random variable Y such that

1 Y P F , that is, is F measurable

2 For all A P F ,
ş

A XdP “
ş

A YdP.
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Conditional expectation

Lemma

If Y is a conditional expectation of integrable variable X then Y is
integrable.

Proof.

Let A “ tY ą 0u P F . Then

ż

A
YdP “

ż

A
Xdp ď

ż

A
|X |dP

ż

Ac

´YdP “

ż

Ac

´XdP ď

ż

Ac

|X |dP.

Thus Er|Y |s ď Er|X |s.
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Conditional expectation

Lemma

Let X be an integrable random variable on probability space
pΩ,F0,Probq, with σ-field F Ă F0, and let Y and Y 1 be two conditional
expectations of X given F . Then Y “ Y 1 F -a.s.
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Conditional expectation

Proof.

For each set A P F ,
ş

A YdP “
ş

A Y 1dP. Given ε ą 0, let
A “ tY ´ Y 1 ě εu. One finds

0 “

ż

A
X ´ XdP “

ż

A
Y ´ Y 1dP ě εProbpAq.
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Conditional expectation

Lemma

Let X be an integrable random variable on probability space pΩ,F0,Probq,
and let F Ă F0 be a σ-algebra. Then there exists Y “ ErX |F s.
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Conditional expectation

Proof.

By splitting X into its positive and negative parts, we may assume
that X ě 0.

Let µ “ Prob and let ν be the measure on F defined by

νpAq “

ż

A
XdP, A P F .

By the definition of the integral, ν ! µ.

Let Y “ dν
dµ be the Radon-Nikodym derivative of ν with respect to µ,

which is F -measurable. We have, for A P F ,
ż

A
XdP “ νpAq “

ż

A
YdP.
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Stein’s method of Poisson Approximation

Stein has given a general method of proving limit theorems via a
perturbative method which avoids the use of characteristic functions
and handles dependence

The following discussion of Poisson Approximation is based on the
article
‘Two moments suffice for Poisson approximations: the Chen-Stein
method’ by R. Arratia, L. Goldstein, L. Gordon
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Set-up

Let I be an arbitrary index set, and for α P I , let Xα be a Bernoulli
random variable with

pα “ ProbpXα “ 1q “ 1´ ProbpXα “ 0q ą 0.

Set

W “
ÿ

αPI

Xα, λ “ ErW s “
ÿ

αPI

pα, λ P p0,8q.
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Set-up

For α P I , let Bα Ă I , α P Bα be a ‘neighborhood of dependence.’

Set

b1 “
ÿ

αPI

ÿ

βPBα

pαpβ

b2 “
ÿ

αPI

ÿ

α‰βPBα

pαβ, pαβ “ ErXαXβs

b3 “
ÿ

αPI

sα.

sα “ E
”ˇ

ˇ

ˇ
E
”

Xα ´ pα

ˇ

ˇ

ˇ
σ pXβ : β P I ´ Bαq

ıˇ

ˇ

ˇ

ı

.
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Set-up

Recall the definition of the total variation norm.

Definition

If Z ,W are two Zě0 valued random variables with distributions (laws)
L pZ q, L pW q. The total variation distance between L pZ q and L pW q is

}L pZ q ´L pW q}TV “
1

2
sup

}h}8“1
|ErhpW qs ´ ErhpZ qs|

“ sup
AĂZ`

|ProbpW P Aq ´ ProbpZ P Aq|.
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Stein’s method of Poisson approximation

The following theorem is due to Chen.

Theorem

Let W be the number of occurrences of dependent events, and let
b1, b2, b3 be as in the set-up. Let Z be a Poissonpλq random variable.
Then

}L pW q ´L pZ q}TV ď b1 ` b2 ` b3.
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Stein’s operators

Let λ be a parameter, let Z „ Poissonpλq and define linear operators S ,T
on functions on Zě0 by

Tf pwq “ wf pwq ´ λf pw ` 1q

Sf pw ` 1q “ ´
E
“

f pZ q1pZďwq
‰

λProbpZ “ wq
, Sf p0q “ 0.

Bob Hough Math 639: Lecture 7 February 16, 2017 13 / 61



Stein’s operators

Lemma

T and S are inverse, in the sense that TSf “ f .
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Stein’s operators

Proof.

We have, for x ‰ 0,

TSf pxq “ xSf pxq ´ λSf px ` 1q

“ xSf pxq `
ErhpZ1pZďxqqs

ProbpZ “ xq

“ ´
x Erf pZ q1pZďx´1qs

λProbpZ “ x ´ 1q
`

Erf pZ q1pZďxqs

ProbpZ “ xq

“ f pxq

For x “ 0, xSf pxq “ 0, the result is the same.
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Stein’s criterion

Lemma

Let λ be a parameter, and let Z be a Zě0 valued random variable.
Z „ Poissonpλq if and only if for all bounded f ,

ErTf pZ qs “ 0.
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Stein’s criterion

Proof.

To check the necessity, write

E rTf pZ qs “ e´λ
ÿ

ně0

Tf pnq
λn

n!

“ e´λ
ÿ

ně0

pnf pnq ´ λf pn ` 1qq
λn

n!

“ e´λ
ÿ

ně1

pf pnq ´ f pnqq
λn

pn ´ 1q!
“ 0.
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Stein’s criterion

Proof.

To prove the sufficiency, set f pxq “ 1px“nq for n “ 1, 2, ... to obtain

ProbpZ “ n ´ 1q “
n

λ
ProbpZ “ nq.

The result follows.
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Bounding the Stein operator

Define ∆f pnq “ f pn ` 1q ´ f pnq.

Lemma

Suppose that @w ě 0, hpwq P r0, 1s and f “ Sphp¨q ´ ErhpZ qsq. Then

}∆f }8 ď
1´ e´λ

λ
and }f }8 ď min

ˆ

1,
1.4

λ
1
2

˙

.

Furthermore, if hpwq “ 1pw “ 0q ´ e´λ then }f }8 “
1´e´λ

λ .
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Bounding the Stein operator

Proof.

Observe

f pm ` 1q “
ErhpZ qsProbpZ ď mq

λProbpZ “ mq
´

ErhpZ q1pZ ď mqs

λProbpZ “ mq

“
ErhpZ q1pZ ą mqsProbpZ ď mq

λProbpZ “ mq

´
ErhpZ q1pZ ď mqsProbpZ ą mq

λProbpZ “ mq
.

Hence |f pm ` 1q| ď ProbpZďmqProbpZąmq
λProbpZ“mq .
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Bounding the Stein operator

Proof.

For m ă λ,

|f pm ` 1q| ď
ProbpZ ď mq

λProbpZ “ mq
“

1

λ

m
ÿ

j“0

m!

λjpm ´ jq!

ď
1

λ

m
ÿ

j“0

´m

λ

¯j
ď pλ´mq´1.

Hence |f pmq| ď 1 if m ď λ.
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Bounding the Stein operator

Proof.

For m ě λ´ 3

|f pm ` 1q| ď
ProbpZ ą mq

λProbpZ “ mq
“

8
ÿ

j“0

λjm!

pm ` 1` jq!

ď
1

m ` 1

«

1`
λ

m ` 2

8
ÿ

j“0

ˆ

λ

m ` 3

˙j
ff

“
pm ` 2qpm ` 3q ` λ

pm ` 1qpm ` 2qpm ` 3´ λq
.

This restricts bounding |f pmq| ă 1 to a finite check, which we’ll
ignore.
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Bounding the Stein operator

Proof.

Using ProbpZ ď mqProbpZ ą mq ď 1
4 and Stirling’s approximation

|f pm ` 1q| ď
1

4λProbpZ “ mq

ď

?
2π

4λ
1
2

´m

λ

¯m` 1
2

exp

ˆ

λ´m `
1

12m

˙

ď

?
2π

4
λ´

1
2 exp

˜

pm ´ λqpm ´ λ` 1
2q

λ
`

1

12m

¸

.

Using this for |λ´m| ď λ
1
2 and the previous inequalities otherwise

obtains the bound |f pm ` 1q| ď c

λ
1
2
.
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Bounding the Stein operator

Proof.

Define fj by taking hpxq “ 1px “ jq. Hence

fjpm ` 1q “

#

λj´m´1m!
j! ProbpZ ą mq m ě j

´λj´m´1m!
j! ProbpZ ď mq m ă j

.

One easily checks that fj is positive and decreasing in m ě j ` 1 and
is negative and decreasing in m ď j .

The only positive value of fjpm ` 1q ´ fjpmq is

fjpj ` 1q ´ fjpjq “
e´λ

λ

«

8
ÿ

r“j`1

λr

r !
`

j
ÿ

r“1

λr

r !

r

j

ff

ď
e´λ

λ
peλ ´ 1q “

1´ e´λ

λ
.
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Bounding the Stein operator

Proof.

Writing the general f as f “
ř

j hpjqfj proves

f pm ` 1q ´ f pmq ď fmpm ` 1q ´ fmpmq ď
1´ e´λ

λ
.

This last calculation contains the claim that }f0} “
1´e´λ

λ as this is
the value at 1.
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Proof of Stein’s Poisson approximation

Proof of Stein’s Poisson approximation theorem.

Let h be given with }h}8 “ 1 and let Z „ Poissonpλq.

Let hp¨q “ hp¨q ´ ErhpZ qs, f “ Sh and Tf “ h, so

ErTf pW qs “ ErhpW q ´ hpZ qs.
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Proof of Stein’s Poisson approximation

Proof of Stein’s Poisson approximation theorem.

Let Vα “
ř

βPI´Bα
Xβ and Wα “W ´ Xα. We have

Xαf pW q “ Xαf pWα ` 1q and
f pWα ` 1q ´ f pW ` 1q “ Xαrf pWα ` 1q ´ f pWα ` 2qs.

Calculate

E rhpW q ´ hpZ qs “ E rWf pW q ´ λf pW ` 1qs

“
ÿ

αPI

E rXαf pW q ´ pαf pW ` 1qs

“
ÿ

αPI

E rpαf pWα ` 1q ´ pαf pW ` 1qs

`
ÿ

αPI

E rXαf pWα ` 1q ´ pαf pWα ` 1qs
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Proof of Stein’s Poisson approximation

Proof of Stein’s Poisson approximation theorem.

Calculate further

ErhpW q ´ hpZ qs “
ÿ

αPI

E rpαXα rf pWα ` 1q ´ f pWα ` 2qss

`
ÿ

αPI

E rpXα ´ pαq rf pWα ` 1q ´ f pVα ` 1qss

`
ÿ

αPI

E rpXα ´ pαqf pVα ` 1qs .

The first term may be bounded by }∆f }8
ř

αPI p
2
α.
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Proof of Stein’s Poisson approximation

Proof of Stein’s Poisson approximation theorem.

To bound
ř

αPI E rpXα ´ pαq rf pWα ` 1q ´ f pVα ` 1qss, write
E rpXα ´ pαq rf pWα ` 1q ´ f pVα ` 1qss as a telescoping sum of
|Bα| ´ 1 terms of the form

E rpXα ´ pαqpf pU ` Xβq ´ f pUqqs

“ E rpXα ´ pαqXβpf pU ` 1q ´ f pUqqs

“ ErXαXβ∆f pUqs ´ ErpαXβ∆f pUqs

ď }∆f }8ppαβ ` pαpβq.

Thus the second term is bounded by

}∆f }8
ÿ

αPI

ÿ

α‰βPBα

ppαβ ` pαpβq.
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Proof of Stein’s Poisson approximation

Proof of Stein’s Poisson approximation theorem.

The third term is bounded by

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

αPI

ErpXα ´ pαqf pVα ` 1qs

ˇ

ˇ

ˇ

ˇ

ˇ

ď }f }8
ÿ

αPI

E

»

–

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

E

»

–Xα ´ pα

ˇ

ˇ

ˇ

ÿ

βPI´Bα

Xβ

fi

fl

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

fi

fl “ }f }8b
1
3.

This completes the proof.
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A random graph problem

Example

On the hypercube t0, 1un, assume each of the n2n´1 edges is assigned
a random direction by tossing a fair coin, and let W be the number of
vertices at which all n edges point inward.

Let I be the set of all 2n vertices, and Xα the indicator that vertex α
has all edges pointing inward. Thus pα “ 2´n. Set λ “ 1,
Z “ Poissonp1q.

Bα “ tβ : |α´ β| ď 1u.
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A random graph problem

Example

Calculate

b1 “
ÿ

αPI

ÿ

βPBα

pαpβ “ |I |pn ` 1q2´2n “
n ` 1

2n
.

Calculate
b2 “

ÿ

αPI

ÿ

α‰βPBα

ErXαXβs “ 0,

since the events tXα “ 1u and tXβ “ 1u are mutually exclusive.

b3 “ 0 since Xα is independent of σpXβ : β P I ´ Bαq.

}L pW q ´L pZ q}TV ď pn ` 1q2´n.
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The birthday problem

Example

Suppose n balls (people) are uniformly and independently distributed
into d boxes (days of the year). We seek an estimate for the
probability that at least one box contains k or more balls for
k “ 2, 3, 4, ....

Let I “ tα Ă t1, 2, 3, ..., nu : |α| “ ku, and let Xα be the event that
each ball in α goes into the same box.

Set W “
ř

αPI Xα, pα “ ProbpXα “ 1q “ d1´k , λ “
`

n
k

˘

d1´k and
Z „ Poissonpλq.

The goal is to approximate W ñ Z as nÑ8. To do so, we assume

that λ is held essentially fixed, so that d — n
k

k´1 as nÑ8.
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The birthday problem

Example

Bα “ tβ P I : αX β ‰ Hu. Hence Xα is independent of
σpXβ : β P Bαq, so b3 “ 0.

One has |Bα| “
`

n
k

˘

´
`

n´k
k

˘

, so

b1 “ p2α|I ||Bα|

“ λ2
|Bα|

|I |

“ λ2
ˆ

1´
n ´ k

n

n ´ k ´ 1

n ´ 1
¨ ¨ ¨

n ´ 2k ` 1

n ´ k ` 1

˙

ă λ2
ˆ

1´

ˆ

1´
k2

n ´ k ` 1

˙˙

“
λ2k2

n ´ k ` 1
.

For λ and k fixed, this tends to 0 with increasing n.
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The birthday problem

Example

For fixed α,

ÿ

βPBαztαu

ErXαXβs “
k´1
ÿ

j“1

ˆ

k

j

˙ˆ

n ´ k

k ´ j

˙

d1`j´2k .

When d
n is large, the dominant term comes from j “ k ´ 1, so that

b2 À k

ˆ

n

k

˙

pn ´ kqd´k “ kλ
n ´ k

d
.

Recalling d — n
k

k´1 , b2 Ñ 0.
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The longest perfect head run

Example

Let 0 ă p ă 1 and Y1,Y2, ... be an i.i.d. sequence
p “ ProbpYi “ 1q “ 1´ ProbpYi “ 0q.

Let Rn be the length of the longest consecutive run of heads starting
within the first n tosses.

Let I “ t1, 2, ..., nu.

Fix positive integer t and set X1 “ Y1Y2 ¨ ¨ ¨Yt , and for 2 ď α ď n,

Xα “ p1´ Yα´1qYαYα`1 ¨ ¨ ¨Yα`t´1.
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The longest perfect head run

Example

Let Bα “ tβ P I : |α´ β| ď tu.

One has b3 “ 0 by independence, and b2 “ 0, since for β ‰ α,
β P Bα, the events tXα “ 1u and tXβ “ 1u are exclusive.

We have

b1 ă p2t p1` 2tp1´ pqq ` np2t ` 1qp2tp1´ pq2

and
λ “ λpn, tq “ ErW s “ pt rpn ´ 1qp1´ pq ` 1s .

Since tRn ă tu “ tW “ 0u, with Z „ Poissonpλq

ˇ

ˇ

ˇ
ProbpRn ă tq ´ e´λpn,tq

ˇ

ˇ

ˇ
ď }W ´ Z}TV ď b1 minp1, λ´1q.

Keeping λ fixed as nÑ8, b1 Ñ 0.
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Stein’s method of normal approximation

Our discussion of Stein’s method of normal approximation is taken from
Stein’s 1986 monograph “Approximate computation of expectations.”
For the remainder of the lecture Z is a standard normal random variable.
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Stein’s operators

Let X be the space of all piecewise continuous h : RÑ R such that,
for all k ą 0

ż 8

´8

|x |k |hpxq|e´
x2

2 dx ă 8.

Let F be the space of all continuous and piecewise continuously
differentiable f : RÑ R with f 1 P X .

Define operators T : F Ñ X , Tf pwq “ f 1pwq ´ wf pwq and
U : X Ñ F ,

Uhpwq “ e
w2

2

ż w

´8

rhpxq ´ ErhpZ qsse´
x2

2 dx .
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Stein’s operators

Lemma

For all f P F , Tf P X . For all h P X , Uh P F . Let Z be standard
normal. For h P X , T ˝ Uhpwq “ hpwq ´ ErhpZ qs.
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Stein’s operators

Proof.

For f P F and k ą 0,

ż 8

0
wk`1|f pwq ´ f p0q|e´

w2

2 dw “

ż 8

0
wk`1

ˇ

ˇ

ˇ

ˇ

ż w

0
f 1pxqdx

ˇ

ˇ

ˇ

ˇ

e´
w2

2 dw

ď

ż 8

0
|f 1pxq|

ż 8

x
wk`1e´

w2

2 dwdx

ď

ż 8

0
|f 1pxq|C p1` |x |kqe´

x2

2 dx ă 8.

Similarly
ş0
´8
|w |k`1|f pwq ´ f p0q|e´

w2

2 dw ă 8. Hence
w ÞÑ wf pwq PX , so Tf P X .
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Stein’s operators

Proof.

Given h P X , k ě 0,

ż 8

0
wk`1|Uhpwq|e´

w2

2 dw

ď

ż 8

0
wk`1

ż 8

w
|hpxq ´ ErhpZ qs|e´

x2

2 dxdw

“

ż 8

0
|hpxq ´ ErhpZ qs|

xk`2

k ` 2
e´

x2

2 dx ă 8.

Similarly
ş0
´8
|w |k`1|Uhpwq|e´

w2

2 dw ă 8, so that
w ÞÑ wUhpwq PX .
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Stein’s operators

Proof.

Differentiate

Uhpwq “ e
w2

2

ż w

´8

rhpxq ´ ErhpZ qsse´
x2

2 dx

to obtain pUhq1pwq ´ wpUhqpwq “ hpwq ´ ErhpZ qs.
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Stein’s method of normal approximation

Lemma

In order that the real random variable W has a standard normal
distribution, it is necessary and sufficient that, for all continuous and
piecewise continuously differentiable functions f : RÑ R with
Er|f 1pZ q|s ă 8, Z standard normal, we have

Erf 1pW qs “ ErWf pW qs.
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Stein’s method of normal approximation

Proof of necessity.

Let W have a standard normal distribution. Then

Erf 1pW qs “
1
?

2π

ż 8

´8

f 1pwqe´
w2

2 dw

“
1
?

2π

ż 0

´8

f 1pwq

ˆ
ż w

´8

p´zqe´
z2

2 dz

˙

dw

`
1
?

2π

ż 8

0
f 1pwq

ˆ
ż 8

w
ze´

z2

2 dz

˙

dw
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Stein’s method of normal approximation

Proof of necessity.

“
1
?

2π

ż 0

´8

ˆ
ż 0

z
f 1pwqdw

˙

p´zqe´
z2

2 dz

`
1
?

2π

ż 8

0

ˆ
ż z

0
f 1pwqdw

˙

ze´
z2

2 dz

“
1
?

2π

ż 8

´8

rf pzq ´ f p0qsze´
z2

2 dz “ ErWf pW qs.
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Stein’s method of normal approximation

Proof of sufficiency.

Given w0 P R, let fw0 “ U1pw ď w0q.

Hence

Erf 1w0
pW q ´Wfw0pW qs “ Er1pW ď w0q ´ Er1pZ ď w0qss

“ ProbpW ď w0q ´ ProbpZ ď w0q.

Hence, if this is zero for all w0 then W has a standard normal
distribution.
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Explicit estimates

The special functions fw0 “ U1pw ď w0q are given by

fw0pwq “

# ?
2πe

w2

2 Φpwqr1´ Φpw0qs w ď w0
?

2πe
w2

2 Φpw0qr1´ Φpwqs w ě w0

where Φpwq “ 1?
2π

şw
´8

e´
x2

2 dx .
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Explicit estimates

Lemma

The functions fw0 satisfies

0 ă fw0pwq ď

?
2π

4
, |wfw0pwq| ă 1,

ˇ

ˇf 1w0
pwq

ˇ

ˇ ă 1

for all real w0, w.

We omit this explicit calculation.
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Bounds for the Stein operator

Lemma

For bounded absolutely continuous h : RÑ R,

}Uh}8 ď

c

π

2
}h ´ ErhpZ qs}8

}Uh1}8 ď 2}h ´ ErhpZ qs}8

}Uh2}8 ď 2}h1}8.
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Bounds for the Stein operator

Proof.

For w ď 0,

|Uhpwq| ď

„

sup
xď0

|hpxq ´ ErhpZ qs|



e
w2

2

ż w

´8

e´
x2

2 dx ,

and, for w ě 0,

|Uhpwq| ď

„

sup
xě0

|hpxq ´ ErhpZ qs|



e
w2

2

ż 8

w
e´

x2

2 dx .

The first claim follows since the maximum of e
w2

2

şw
´8

e´
x2

2 dx in w ď 0 is
attained at 0.
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Bounds for the Stein operator

Proof.

For w ě 0 use

pUhq1pwq “ hpwq ´ ErhpZ qs ´ we
w2

2

ż 8

w
rhpxq ´ E rhpZ qsse´

x2

2 dx .

Hence

sup
wě0

|pUhq1pwq| ď rsup |h ´ ErhpZ qs|s

„

1` sup
wě0

we
w2

2

ż 8

w
e´

x2

2 dx



ď 2 sup |h ´ ErhpZ qs|.

The bound for w ď 0 is similar.
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Bounds for the Stein operator

Proof.

The bound for }pUhq2}8 in terms of }h1}8 is a more involved
computation, which we omit.
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Exchangeable pairs

Definition

A pair pX ,X 1q of random variables on a probability space pΩ,B,Probq is
called an exchangeable pair if, for all B,B 1,

ProbpX P B,X 1 P B 1q “ ProbpX P B 1,X 1 P Bq.
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Stein’s method for normal approximation

The following lemma is key.

Lemma

Let 0 ă λ ă 1 and let pW ,W 1q be an exchangeable pair of real random
variables, such that

ErW 1|W s “ p1´ λqW .

Let h : RÑ R be a bounded continuous function with bounded piecewise
continuous derivative h1.

ErhpW qs “ ErhpZ qs ` E

„

pUhq1pW q

„

1´
1

2λ
E
“

pW 1 ´W q2|W
‰



`

1

2λ

ż

E

„

pW ´W 1q

ˆ

z ´
W `W 1

2

˙

“

1pz ďW 1q ´ 1pz ďW q
‰



dpUhq1pzq
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Stein’s method for normal approximation

Proof.

From the identity

0 “ E

„

Wf pW q ´
1

2λ
pW 1 ´W qpf pW 1q ´ f pW qq



“ ErWf pW q ´ f 1pW qs ` E

„

f 1pW q ´
1

2λ
pW 1 ´W qpf pW 1q ´ f pW qq



“ ErhpZ qs ´ ErhpW qs ` E rf 1pW qs ´
1

2λ
ErpW 1 ´W qpf pW 1q ´ f pW qqs

obtain

ErhpW qs “ ErhpZ qs ` Erf 1pW qs ´
1

2λ
ErpW ´W 1qpf pW q ´ f pW 1qqs.
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Stein’s method for normal approximation

Proof.

Rewrite part of the last line as

E

„

f 1pW q ´
1

2λ
pW 1 ´W qpf pW 1q ´ f pW qq



“ E

„

f 1pW q

„

1´
1

2λ
E
“

pW 1 ´W q2|W
‰



´
1

2λ
E
“

pW 1 ´W q
“

f pW 1q ´ f pW q ´ pW 1 ´W qf 1pW q
‰‰

.
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Stein’s method for normal approximation

Proof.

Write

f pW 1q ´ f pW q ´ pW 1 ´W qf 1pW q “

ż W 1

W
pW 1 ´ yqf 2pyqdy

“

ż

pW 1 ´ yqr1py ďW 1q ´ 1py ďW qsf 2pyqdy .

Take expectation and use the exchangeability of W ,W 1 to obtain the
claim.
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Stein’s method for normal approximation

Theorem

Let h be a bounded continuous function with bounded piecewise
continuous derivative h1. Let W ,W 1 as in the previous lemma. Then

|ErhpW qs ´ ErhpZ qs| ď
1

4λ
}h1}8 E

“

|W 1 ´W |3
‰

` 2}h ´ ErhpZ qs}8

g

f

f

eE

«

ˆ

1´
1

2λ
E rpW 1 ´W q2|W s

˙2
ff

.

and for all real w0,

|ProbpW ď w0q ´ Φpw0q| ď2

g

f

f

eE

«

ˆ

1´
1

2λ
E rpW 1 ´W q2|W s

˙2
ff

` p2πq´
1
4

c

1

λ
E r|W 1 ´W |3s.
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Stein’s method for normal approximation

Proof.

ErhpW qs ´ ErhpZ qs “ E

„

pUhq1pW q

„

1´
1

2λ
E
“

pW 1 ´W q2|W
‰



`

1

2λ

ż

E

„

pW ´W 1q

ˆ

z ´
W `W 1

2

˙

“

1pz ďW 1q ´ 1pz ďW q
‰



ˆ pUhq2pzqdz

so

|ErhpW qs ´ ErhpZ qs| ď }pUhq1}8 E

„
ˇ

ˇ

ˇ

ˇ

1´
1

2λ
ErpW ´W 1q2|W s

ˇ

ˇ

ˇ

ˇ



` }pUhq2}8
1

2λ
E

«

ż maxpW ,W 1q

minpW ,W 1q

|W ´W 1|

ˇ

ˇ

ˇ

ˇ

z ´
W `W 1

2

ˇ

ˇ

ˇ

ˇ

dz

ff

.
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Stein’s method for normal approximation

Proof.

Recall }pUhq1}8 ď 2}h ´ ErhpZ qs}8 and }pUhq2}8 ď 2}h1}8. Hence

|ErhpW qs ´ ErhpZ qs| ď

2}h ´ ErhpZ qs}8

g

f

f

eE

«

ˆ

1´
1

2λ
E rpW ´W 1q2|W s

˙2
ff

` 2}h1}8
1

2λ
E

„

|W ´W 1|3

4



.

This proves the first bound.
To prove the second, bound 1pw ď w0q from above and below using
piece-wise linear functions. We omit the details.
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