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Brownian motion as a Markov process

This lecture follows Mörters and Peres, Chapter 2.
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Brownian motion as a Markov process

Definition

If B1, ...,Bd are Brownian motions started in x1, ..., xd , then the stochastic
process tBptq : t ě 0u given by

Bptq “ pB1ptq, ...,Bdptqq
T

is called d-dimensional Brownian motion started in px1, ..., xdq
T . The

d-dimensional Brownian motion started in the origin is called standard
Brownian motion. One dimensional Brownian motion is called linear,
two-dimensional Brownian motion planar Brownian motion.
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Independent stochastic processes

Definition

The stochastic processes tX ptq : t ě 0u and tY ptq : t ě 0u are called
independent, if for any sets t1, ..., tn ě 0 and s1, ..., sm ě 0 of times the
vectors pX pt1q, ...,X ptnqq and pY ps1q, ...,Y psmqq are independent.
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Markov property

Theorem

Suppose that tBptq : t ě 0u is a Brownian motion started in x P Rd . Let
s ą 0, then the process tBpt ` sq ´ Bpsq : t ě 0u is again a Brownian
motion started at the origin, and is independent of the process
tBptq : 0 ď t ď su.

Proof.

One easily checks that the f.d.d. of the shifted Brownian motion agree
with those of Brownian motion. Independence follows from the
independence of increments.
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Filtration

Definition
1 A filtration on a probability space pΩ,F ,Probq is a family
pF ptq : t ě 0q of σ-algebras such that F psq Ă F ptq Ă F for all
s ă t.

2 A probability space together with a filtration is called a filtered
probability space.

3 A stochastic process tX ptq : t ě 0u defined on a filtered probability
space with filtration pF ptq : t ě 0q is called adapted if X ptq is
F ptq-measurable for any t ě 0.
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Filtration

Given a Brownian motion tBptq : t ě 0u defined on some probability
space, then a filtration F 0ptq, t ě 0 is defined by letting

F 0ptq “ σpBpsq : 0 ď s ď tq.

A larger σ-algebra F`psq is defined by

F`psq “
č

tąs

F 0ptq.
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Markov property

Theorem

For every s ě 0 the process tBpt ` sq ´ Bpsq : t ě 0u is independent of
the σ-algebra F`psq.
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Markov property

Proof.

Let tsn : n P Nu be a monotone decreasing sequence tending to s.

By continuity, for any t1, ..., tm ě 0 we have

pBpt1 ` sq ´ Bpsq, ...,Bptm ` sq ´ Bpsqq

“ lim
jÒ8
pBpt1 ` sjq ´ Bpsjq, ...,Bptm ` sjq ´ Bpsjqq

is independent of F`psq. This proves independence of the process
tBpt ` sq ´ Bpsq : t ě 0u with F`psq.
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Markov property

Theorem (Blumenthal’s 0-1 Law)

Let x P Rd and A P F`p0q. Then ProbxpAq P t0, 1u.

Proof.

Any A P σpBptq : t ě 0q is independent of F`p0q, since the σ-algebra is
generated by finite dimensional rectangles. This applies to A P F`p0q,
which is thus independent of itself, so that the probability is 0 or 1.
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Return to 0

Theorem

Suppose tBptq : t ě 0u is a 1-d Brownian motion. Define
τ “ inftt ą 0 : Bptq ą 0u and σ “ inftt ą 0 : Bptq “ 0u. Then

Prob0pτ “ 0q “ Prob0pσ “ 0q “ 1.
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Return to 0

Proof.

The event

tτ “ 0u “
8
č

n“1

"

there is 0 ă ε ă
1

n
s.t. Bpεq ą 0

*

is in F`p0q, hence has probability 0 or 1.

Prob0pτ ď tq ě Prob0pBptq ą 0q “ 1
2 for t ą 0, so

Prob0pτ “ 0q ě 1
2 , so the probability is 1.

The remaining claim follows from the intermediate value theorem.
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Maxima and minima

Theorem

For a 1d Brownian motion tBptq : 0 ď t ď 1u, almost surely,

1 Every local maximum is a strict local maximum

2 The set of times where the local maxima are attained is countable
and dense

3 The global maximum is attained at a unique time
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Maxima and minima

Proof.

Fix two intervals ra1, b1s, ra2, b2s, b1 ď a2. Let the maxima of
Brownian motion on these intervals be m1 and m2

By the previous theorem, Bpa2q ă m2 a.s., and so the maxima on
ra2, b2s agrees with that on the interval ra2 ´ ε, b2s for some ε ą 0, so
we may assume that b1 ă a2.

By the Markov property, m1 ´Bpb1q, Bpa2q ´Bpb1q, and m2 ´Bpa2q
are independent.

Write the event m1 “ m2 as

Bpa2q ´ Bpb1q “ m1 ´ Bpb1q ´ pm2 ´ Bpa2qq.

Conditioned on m1 ´ Bpb1q and m2 ´ Bpa2q, the right hand side is
constant, while the left hand side is normally distributed, so that the
equality has measure 0.
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Maxima and minima

Proof.
1 To verify that all local maxima are strict, note almost surely that the

maxima differ over any two non-overlapping rational intervals

2 Almost surely, there is a strict local maximum in the interior of each
closed bounded interval with distinct rational endpoints. Hence these
are dense, and their number is countable.

3 Almost surely, for any rational q, the maxima in r0, qs and rq, 1s are
different. If there are two points of a global maxima t1 ă t2 then
there is a rational q, t1 ă q ă t2, so this happens with measure 0.
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Stopping times

Definition

A random variable T with values in r0,8s, defined on a probability space
with filtration pF ptq : t ě 0q is called a stopping time with respect to
pF ptq : t ě 0q if tT ď tu P F ptq, for every t ě 0.
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Stopping times

If pTn : n “ 1, 2, ...q is an increasing sequence of stopping times with
respect to pFptq : t ě 0q and Tn Ò T , then T is a stopping time
w.r.t. pF ptq : t ě 0q, since

tT ď tu “
8
č

n“1

tTn ď tu P F ptq.

Let T be a stopping time w.r.t. pF ptq : t ě 0q. Define

Tn “
m ` 1

2n
,
m

2n
ď T ă

m ` 1

2n
.

This is a stopping time.
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Stopping times

Every stopping time w.r.t. pF 0ptq : t ě 0q is also a stopping time
w.r.t. pF`ptq : t ě 0q, since F 0ptq Ă F`ptq.

Let H be a closed set. The first hitting time to H,
T “ inftt ě 0 : Bptq P Hu of the set H is a stopping time w.r.t.
pF 0ptq : t ě 0q. Note

tT ď tu “
8
č

n“1

ď

sPQXp0,tq

ď

xPQdXH

"

|Bpsq ´ x | ď
1

n

*

P F 0ptq.
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Stopping times

Let G Ă Rd be open, then

T “ inftt ě 0 : Bptq P Gu

is a stopping time w.r.t. filtration pF`ptq : t ě 0q, but not
necessarily w.r.t pF 0ptq : t ě 0q. To see the first claim, write

tT ď tu “
č

sąt

tT ă su “
č

sąt

ď

rPQXp0,sq
tBprq P Gu P F`ptq.
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Stopping times

To see the second claim, let G be a open half-space and suppose the
starting point is not in G .

Let γ : r0, ts Ñ Rd with γp0, tq X G “ H and γptq P BG .

The σ-algebra F 0ptq contains no non-trivial subset of
tBpsq “ γpsq, 0 ď s ď tu. If tT ď tu P F 0ptq, the set

tBpsq “ γpsq, 0 ď s ď t,T “ tu

would be in F 0ptq and a non-trivial subset of the earlier set.
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Stopping times

We make the convention that stopping times are defined w.r.t.
pF`ptq, t ě 0q

The filtration pF`ptq, t ě 0q satisfies right-continuity,

č

εą0

F`pt ` εq “ F`ptq.
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Stopping times

Lemma

Suppose a random variable T with values in r0,8s satisfies
tT ă tu P F ptq, for every t ě 0, and pF ptq : t ě 0q is right-continuous,
then T is a stopping time w.r.t. pF ptq : t ě 0q.

Proof.

We have

tT ď tu “
8
č

k“1

"

T ă t `
1

k

*

P

8
č

n“1

F

ˆ

t `
1

n

˙

“ F ptq.
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Stopping times

Definition

Let T be a stopping time. The σ-algebra generated by T is

F`pT q “ tA P A : @t ě 0, AX tT ď tu P F`ptqu.
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Strong Markov property

Theorem (Strong Markov property)

For every almost surely finite stopping time T , the process
tBpT ` tq ´ BpT q : t ě 0u is a standard Brownian motion independent of
F`pT q.

Alternatively, for any bounded measurable f : C pr0,8q,Rdq Ñ R, and
x P Rd ,

Ex rf ptBpT ` tq : t ě 0uq|F`pT qs “ EBpT qrf ptB̃ptq : t ě 0uqs.

where B̃ptq denotes Brownian motion started from BpT q.
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Strong Markov property

Proof.

Set
Tn “ pm ` 1q2´n, if m2´n ď T ă pm ` 1q2´n.

Write Bk “ tBkptq : t ě 0u for Bkptq “ Bpt ` k2´nq ´ Bpk2´nq. Set
B˚ptq “ Bpt ` Tnq ´ BpTnq.

Let E P F`pTnq. For every event tB˚ P Au, we have

ProbptB˚ P Au X E q “
8
ÿ

k“0

ProbptBk P Au X E X tTn “ k2´nuq

“

8
ÿ

k“0

ProbpBk P AqProbpE X tTn “ k2´nuq

since E X tTn “ k2´nu P F`pk2´nq.
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Strong Markov property

Proof.

We have ProbpBk P Aq “ ProbpB P Aq so that

ProbptB˚ P Au X E q “ ProbpB P Aq
8
ÿ

k“0

ProbpE X tTn “ k2´nuq

“ ProbpB P AqProbpE q.

Thus B˚ is a Brownian motion which is independent of E , hence of
F`pTnq.
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Strong Markov property

Proof.

As Tn Ó T , we have tBps ` Tnq ´ BpTnq : s ě 0u is a Brownian
motion independent of F`pTnq Ą F`pT q. Hence the increments

Bps ` t ` T q ´ Bpt ` T q “ lim
nÑ8

Bps ` t ` Tnq ´ Bpt ` Tnq

so that the increments of the process tBpr ` T q ´ BpT q : r ě 0u are
independent and normally distributed with mean 0 and variance s.
Furthermore,
Bps ` t ` T q ´ Bpt ` T q “ limBps ` t ` Tnq ´ Bpt ` Tnq is
independent of F`pT q.
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Reflection principle

Theorem (Reflection principle)

If T is a stopping and tBptq : t ě 0u is standard Brownian motion, then
the process tB˚ptq : t ě 0u called Brownian motion reflected at T and
defined by

B˚ptq “ Bptq1tďT ` p2BpT q ´ Bptqq1tąT

is also a standard Brownian motion.
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Reflection principle

Proof.

If T is finite, by the strong Markov property

tBpt ` T q ´ BpT q : t ě 0u, t´pBpt ` T q ´ BpT qq : t ě 0u

are Brownian motions, and independent of tBptq : 0 ď t ď T u. The
process of glueing together paths is measurable, thus the two glueings
induce the same distribution.
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Maximum of Brownian motion

Let Bptq be a one-dimensional Brownian motion. Define
Mptq “ max0ďsďt Bpsq.

Theorem

If a ą 0 then Prob0pMptq ą aq “ 2 Prob0pBptq ą aq “ Prob0p|Bptq| ą aq.
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Maximum of Brownian motion

Proof.

Let T “ inftt ě 0 : Bptq “ au and let tB˚ptq : t ě 0u be Brownian
motion reflected at stopping time T . Write

tMptq ą au “ tBptq ą au \ tMptq ą a,Bptq ď au.

The second event corresponds to tB˚ptq ě au, which has equal
measure.
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Convolution

Definition

Given functions f , g , denote the convolution of functions f and g given by

f ˚ gpxq :“

ż

f pyqgpx ´ yqdy .
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Measure

Denote meas Lebesgue measure.

Lemma

If A1,A2 Ă R2 are Borel sets of positive area, then

measptx P R2 : measpA1 X pA2 ` xqq ą 0uq ą 0.
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Measure

Proof.

Assume A1 and A2 are bounded. By Fubini

ż

R2

1A1 ˚ 1´A2pxqdx “

ż

R2

ż

R2

1A1pwq1A2pw ´ xqdwdx

“

ż

R2

1A1pwq

ˆ
ż

R2

1A2pw ´ xqdx

˙

dw

“ measpA1qmeaspA2q ą 0.

Thus 1A1 ˚ 1´A2pxq ą 0 on a set of positive measure. But
1A1 ˚ 1´A2pxq “ measpA1 X pA2 ` xqq.
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Area of Brownian motion

Theorem

Let Br0, 1s be a 2-d Brownian motion. Almost surely

measpBr0, 1sq “ 0.
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Area of Brownian motion

Proof.

Let X “ measpBr0, 1sq. We first check that ErX s ă 8.

In order that X ą a it is necessary that Bptq leave the box of side
length

?
a surrounding the origin. Thus

ProbpX ą aq ď 2 Prob

ˆ

max
tPr0,1s

|W ptq| ą
?
a{2

˙

“ 4 ProbpW p1q ą
?
a{2q ď 4e´a{8

where tW ptq : t ě 0u is 1-d Brownian motion.

As the estimate is integrable, ErX s ă 8.
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Area of Brownian motion

Proof.

Since Bp3tq and
?

3Bptq have the same distribution,

ErmeaspBr0, 3sqs “ 3 ErX s.

Since

ErmeaspBr0, 3sqs “
2
ÿ

j“0

ErmeaspBrj , j ` 1sqs

it follows that, almost surely, the intersection of any two of the
Brj , j ` 1s has measure 0.

Define Brownian motions tB1ptq : t P r0, 1su and tB2ptq : t P r0, 1su
by B2ptq “ Bpt ` 2q ´ Bp2q ` Bp1q. These are independent of
Y “ Bp2q ´ Bp1q, (although not independent themselves).
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Area of Brownian motion

Proof.

For x P R2, let Rpxq be the area of B1r0, 1s X px ` B2r0, 1sq. This is
independent of Y .

Calculate

0 “ ErmeaspBr0, 1s X Br2, 3sqs “ ErRpY qs “
1

2π

ż

R2

e´
|x|2

2 ErRpxqsdx .

Thus, for a.e. x , Rpxq “ 0, so measpBr0, 1sq “ measpBr2, 3sq “ 0.
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Area of Brownian motion

Theorem

For any points x , y P Rd , d ě 2, we have Probxpy P Bp0, 1sq “ 0.
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Area of Brownian motion

Proof.

It suffices to prove the result for d “ 2 by projecting.

By Fubini’s theorem,

ż

R2

Proby px P Br0, 1sqdx “ Ey rmeaspBr0, 1sqs “ 0.

Hence, for a.e. x , Proby px P Br0, 1sq “ 0.

Thus

Proby px P Br0, 1sq “ Prob0px ´ y P Br0, 1sq

“ Prob0py ´ x P Br0, 1sq “ Probxpy P Br0, 1sq

and so Probxpy P Br0, 1sq “ 0 for a.e. x .
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Area of Brownian motion

Proof.

Hence, for any ε ą 0, a.s. ProbBpεqty P Br0, 1su “ 0.

We obtain

Probxpy P Bp0, 1sq “ lim
εÓ0

Probxty P Brε, 1su

“ lim
εÓ0

Ex ProbBpεqpy P Br0, 1´ εsq “ 0.
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Zeros

Theorem

Let tBptq : t ě 0u be a one dimensional Brownian motion and

Zeros “ tt ě 0 : Bptq “ 0u

its zero set. Almost surely, Zeros is a closed set with no isolated points.
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Zeros

Proof.

Zeros is a.s. closed, since Brownian motion is a.s. continuous.

For each rational q P r0,8q define

τq “ inftt ě q : Bptq “ 0u.

Since the zero set is closed, this is a.s. a minimum.

By the Strong Markov property, τq is not isolated from the right with
probability 1, and this holds for all q together.

For those zeros t not equal to τq for some q, let qn Ò t be a sequence
of rationals. The points τqn make t not isolated from the left.
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Markov processes

Definition

A function p : r0,8q ˆ Rd ˆB Ñ R, where B is the Borel σ-algebra in
Rd is a Markov transition kernel if

1 pp¨, ¨,Aq is measurable as a function of pt, xq for each A P B

2 ppt, x , ¨q is a Borel probability measure on Rd for all t ě 0 and
x P Rd , when integrating a function f w.r.t. this measure we write

ż

f pyqppt, x , dyq;

3 For all A P B, x P Rd and t, s ą 0,

ppt ` s, x ,Aq “

ż

Rd

ppt, y ,Aqpps, x , dyq.
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Markov processes

Definition

An adapted process tX ptq : t ě 0u is a (time-homogeneous) Markov
process with transition kernel p w.r.t. filtration pF ptq : t ě 0q if, for all
t ě s and Borel sets A P B we have a.s.

ProbpX ptq P A|F psqq “ ppt ´ s,X psq,Aq.
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Examples

Example

Brownian motion is a Markov process. The transition kernel p has
ppt, x , ¨q a normal distribution with mean x and variance t.

Example

Reflected one-dimensional Brownian motion tX ptq : t ě 0u defined by
X ptq “ |Bptq| is a Markov process. Its transition kernel ppt, x , ¨q is the law
of |Y | for Y normally distributed with mean x and variance t.
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The maximum of Brownian motion

Theorem (Lévy, 1948)

Let tMptq : t ě 0u be the maximum process of a 1d standard Brownian
motion tBptq : t ě 0u, i.e.

Mptq “ max
0ďsďt

Bpsq.

Then the process tY ptq : t ě 0u defined by Y ptq “ Mptq ´ Bptq is a
reflected Brownian motion.
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The maximum of Brownian motion

Proof.

Fix s ě 0 and consider the two processes tB̂ptq : t ě 0u defined by

B̂ptq “ Bps ` tq ´ Bpsq, t ě 0,

and tM̂ptq : t ě 0u defined by M̂ptq “ max0ďuďt B̂puq, t ě 0.

We first check that, conditional on F`psq, for t ě 0, Y ps ` tq has
the same distribution as |Y psq ` B̂ptq|.

This suffices for the theorem, since it implies that tY ptq : t ě 0u is a
Markov process with the transition kernel of reflected Brownian
motion.
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The maximum of Brownian motion

Proof.

Since

Mps ` tq “ Mpsq _ pBpsq ` M̂ptqq

Y ps ` tq “ pMpsq _ pBpsq ` M̂ptqqq ´ pBpsq ` B̂ptqq

“ pY psq _ M̂ptqq ´ B̂ptq.

It suffices to check, for every y ě 0, y _ M̂ptq ´ B̂ptq has the same
distribution as |y ` B̂ptq|.

Bob Hough Math 639: Lecture 18 April 18, 2017 49 / 68



The maximum of Brownian motion

Proof.

For any a ě 0 write

P1 “ Probpy´B̂ptq ą aq, P2 “ Probpy´B̂ptq ď a, M̂ptq´B̂ptq ą aq

so Probpy _ M̂ptq ´ B̂ptq ą aq “ P1 ` P2.

By symmetry, P1 “ Probpy ` B̂ptq ą aq, so it suffices to show that
P2 “ Probpy ` B̂ptq ă ´aq.
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The maximum of Brownian motion

Proof.

Define W puq :“ B̂pt ´ uq ´ B̂ptq, 0 ď u ď t, which is another
Brownian motion.

Define MW ptq “ max0ďuďt W puq “ M̂ptq ´ B̂ptq.

Since W ptq “ ´B̂ptq,

P2 “ Probpy `W ptq ď a,MW ptq ą aq.

Let W ˚puq be W reflected at the first time that W hits a. Thus

P2 “ ProbpW ˚ptq ě a` yq “ Probpy ` B̂ptq ď ´aq.

Equality holds with probability 0, completing the proof.
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Stable subordinator

Theorem

For any a ě 0 define the stopping times

Ta “ inftt ě 0 : Bptq “ au.

Then tTa : a ě 0u is an increasing Markov process with transition kernel
given by the densities

ppa, t, sq “
a

a

2πps ´ tq3
exp

ˆ

´
a2

2ps ´ tq

˙

1ps ą tq, a ą 0.

This process is called the stable subordinator of index 1
2 .
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Stable subordinator

Proof.

Fix a ě b ě 0 and note that for all t ě 0

tTa ´ Tb “ tu

“ tBpTb ` sq ´ BpTbq ă a´ b, for s ă t,

and BpTb ` tq ´ BpTbq “ a´ bu.

By the strong Markov property, this is independent of F`pTbq and
thus of tTd : d ď bu, which gives the Markov property of
tTa : a ě 0u.
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Stable subordinator

Proof.

Calculate

ProbpTa ´ Tb ď tq “ ProbpTa´b ď tq “ Prob

ˆ

max
0ďsďt

Bpsq ě a´ b

˙

“ 2 ProbpBptq ě a´ bq “ 2

ż 8

a´b

e´
x2

2t

?
2πt

dx

“ pa´ bq

ż t

0

e´
pa´bq2

2s

?
2πs3

ds.
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Cauchy process

Theorem

Let tBptq : t ě 0u be a planar Brownian motion, Bptq “ pB1ptq,B2ptqq.
Let

V paq “ tpx , yq P R2 : x “ au.

Let T paq be the first hitting time of V paq. The process tX paq : a ě 0u,
X paq :“ B2pT paqq is a Markov process with transition kernel

ppa, x ,Aq “
1

π

ż

A

a

a2 ` px ´ yq2
dy .

This process is called a Cauchy process.
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Cauchy process

Proof.

The Markov property of tX paq : a ě 0u follows from the strong
Markov property of Brownian motion for T paq.

To calculate the transition density, recall that T paq has density

a
?

2πs3
exp

ˆ

´
a2

2s

˙

.

T paq is independent of tB2psq : s ě 0u, so that B2pT paqq has density

ż 8

0

1
?

2πs
exp

ˆ

´
x2

2s

˙

a
?

2πs3
exp

ˆ

´
a2

2s

˙

ds

“

ż 8

0

ae´σ

πpa2 ` x2q
dσ “

a

πpa2 ` x2q
.
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Continuous time martingale

Definition

A real-valued stochastic process tX ptq : t ě 0u is a martingale w.r.t. a
filtration pF ptq : t ě 0q if it is adapted to the filtration, Er|X ptq|s ă 8 for
all t ě 0 and, for any pair of times 0 ď s ď t,

ErX ptq|F psqs “ X psq, a.s.
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Optional stopping theorem

Theorem (Optional stopping theorem)

Suppose tX ptq : t ě 0u is a continuous martingale, and 0 ď S ď T are
stopping times. If the process tX pt ^ T q : t ě 0u is dominated by an
integrable random variable X , i.e. |X pt ^ T q| ď X a.s., for all t ě 0, then

ErX pT q|F pSqs “ X pSq, a.s.

This may be obtained from the discrete time result by discretization.
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Doob’s maximal inequality

Theorem (Doob’s maximal inequality)

Suppose tX ptq : t ě 0u is a continuous martingale and p ą 1. Then, for
any t ě 0,

E

„ˆ

sup
0ďsďt

|X psq|

˙p

ď

ˆ

p

p ´ 1

˙p

E r|X ptq|ps .

Again, this can be proved from the corresponding result for discrete time
martingales by discretization.
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Wald’s lemma for Brownian motion

Theorem (Wald’s lemma for Brownian motion)

Let tBptq : t ě 0u be a standard 1-d Brownian motion and T a stopping
time, such that either

1 ErT s ă 8

2 tBpt ^ T q : t ě 0u is dominated by an integrable random variable.

Then ErBpT qs “ 0.
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Wald’s lemma for Brownian motion

Proof.

Under the second condition one can apply the Optional stopping theorem
with S “ 0 to obtain ErBpT qs “ 0.
To reduce the first condition to the second, set

Mk “ max
0ďtď1

|Bpt ` kq ´ Bpkq|, M “

rT s
ÿ

k“1

Mk .

Notice |Bpt ^ T q| ď M. We have

ErMs “ E

»

–

rT s
ÿ

k“1

Mk

fi

fl “

8
ÿ

k“1

Er1pT ą k ´ 1qMk s

“

8
ÿ

k“1

ProbpT ą k ´ 1qErMk s “ ErM0sErT ` 1s ă 8.
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Brownian motion in L2

Theorem

Let S ď T be stopping times and ErT s ă 8. Then

ErpBpT qq2s “ ErpBpSqq2s ` ErpBpT q ´ BpSqq2s.

Proof.

ErBpT q2s “ ErBpSq2s ` 2 ErBpSqErBpT q ´ BpSq|F pSqss

` ErpBpT q ´ BpSqq2s.

The middle expectation vanishes.
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Brownian motion in L2

Theorem

Suppose tBptq : t ě 0u is a 1-d Brownian motion. Then
tBptq2 ´ t : t ě 0u is a martingale.

Proof.

Calculate

ErBptq2 ´ t|F`psqs

“ ErpBptq ´ Bpsqq2|F`psqs ` 2 ErBptqBpsq|F`psqs ´ Bpsq2 ´ t

“ Bpsq2 ´ s.
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Wald’s second lemma

Theorem

Let T be a stopping time for standard Brownian motion such that
ErT s ă 8. Then

ErBpT q2s “ ErT s.
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Wald’s second lemma

Proof.

Define stopping time Tn “ inftt ě 0 : |Bptq| “ nu

Thus tBpt ^ T ^ Tnq
2 ´ t ^ T ^ Tn : t ě 0u is dominated by

n2 ` T , which is integrable.

By the optional stopping theorem, ErBpT ^ Tnq
2s “ ErT ^ Tns.

Since ErBpT q2s ě ErBpT ^ Tnq
2s,

ErBpT q2s ě lim
nÑ8

ErBpT ^ Tnq
2s “ lim

nÑ8
ErT ^ Tns “ ErT s.

By Fatou,

ErBpT q2s ď lim inf
nÑ8

ErBpT ^ Tnq
2s “ lim inf

nÑ8
ErT ^ Tns ď ErT s.
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Martingale properties of Brownian motion

Given twice differentiable function f : Rd Ñ R the Laplacian of f , written
∆f , is

∆f pxq “
d
ÿ

i“1

B2f

Bx2i
.

Theorem

Let f : Rd Ñ R be twice continuously differentiable, and tBptq : t ě 0u be
a d-dimensional Brownian motion. Further suppose that, for all t ą 0 and
x P Rd , we have Ex r|f pBptqq|s ă 8 and Ex r

şt
0 |∆f pBpsqq|dss ă 8. Then

the process tX ptq : t ě 0u defined by

X ptq “ f pBptqq ´
1

2

ż t

0
∆f pBpsqqds

is a martingale.
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Martingale properties of Brownian motion

Proof.

For 0 ď s ă t,

ErX ptq|F psqs

“ EBpsqrf pBpt ´ sqqs ´
1

2

ż s

0
∆f pBpuqqdu ´

ż t´s

0
EBpsqr

1

2
∆f pBpuqqsdu.

The Markov transition kernel of Brownian motion satisfies
1
2∆ppt, x , yq “ B

Bt ppt, x , yq, so that, integrating by parts,

EBpsqr
1

2
∆f pBpuqqs “

1

2

ż

ppu,Bpsq, xq∆f pxqdx

“
1

2

ż

∆ppu,Bpsq, xqf pxqdx “

ż

B

Bu
ppu,Bpsq, xqf pxqdx
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Martingale properties of Brownian motion

Proof.

Thus
ż t´s

0
EBpsqr

1

2
∆f pBpuqqsdu “ lim

εÓ0

ż
„
ż t´s

ε

B

Bu
ppu,Bpsq, xqdu



f pxqdx

“

ż

ppt ´ s,Bpsq, xqf pxqdx ´ lim
εÓ0

ż

ppε,Bpsq, xqf pxqdx

“ EBpsqrf pBpt ´ sqqs ´ f pBpsqq

which proves that X is a martingale.
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