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Markov chains

Definition

Given a filtration tFnu, an Fn-adapted stochastic process tXnu taking
values in a measurable space pS ,S q is called an Fn-Markov chain with
state space pS ,S q if for any A P S ,

ProbrXn`1 P A|Fns “ ProbrXn`1 P A|Xns.

Informally, Markov chains are ‘memoryless.’
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Markov chains

Definition

A set function p : pS ,S q Ñ r0, 1s is a transition probability if

1 For each x P S , A ÞÑ ppx ,Aq is a probability measure on pS ,S q.

2 For each A P S , x ÞÑ ppx ,Aq is a measurable function.

We say an Fn Markov chain tXnu has transition probability pnpx ,Aq if
almost surely

ProbpXn`1 P A|Fnq “ pnpXn,Aq.

The Markov chain is called homogeneous if pnpx ,Aq “ ppx ,Aq for all
n, x P S and A P S .
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The bounded σ-algebra

Denote bS the collection of all bounded pR,BRq-valued measurable
mappings on pS ,S q.
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Monotone class theorem

Theorem

Let A be a π-system that contains Ω and let H be a collection of
real-valued functions that satisfies

1 If A P A , then 1A P H .

2 If f , g P H , then f ` g and cf P H for any real c .

3 If fn P H are non-negative and increase to a bounded function f ,
then f P H .

Then H contains bS .

Bob Hough Math 639: Lecture 12 March 21, 2017 5 / 58



Markov chains

Lemma

If tXnu is an Fn-Markov chain with state space pS ,S q and transition
probabilities pnp¨, ¨q, then for any h P bS and all k ě 0,

ErhpXk`1|Fkqs “ ppkhqpXkq,

where h ÞÑ ppkhq : bS Ñ bS and ppkhqpxq “
ş

pkpx , dyqhpyq denotes
the integral of h under probability measure pkpx , ¨q.
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Transition probabilities

Proposition

Given a σ-finite measure ν1on pX ,X q and ν2 : X ˆS ÞÑ r0, 1s such that

B ÞÑ ν2px ,Bq is a probability measure on pS ,S q for each fixed x P X

x ÞÑ ν2px ,Bq is measurable on pX ,X q for each fixed B P S

there exists a unique σ-finite measure µ “ ν1 b ν2 on pX ˆ S ,X ˆS q

such that, for all A P X and B P S ,

µpAˆ Bq “

ż

A
ν1pdxqν2px ,Bq.
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Markov chains

Given a transition probability p and an initial distribution µ on pS ,S q,
define probability distributions

ProbpXj P Bj , 0 ď j ď nq “

ż

B0

µpdx0q

ż

B1

ppx0, dx1q ¨ ¨ ¨

ż

Bn

ppxn´1, dxnq.

Theorem

Xn is a Markov chain with respect to Fn “ σpX0, ...,Xnq with transition
probability p.
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Markov chains

Theorem

If Xn is a Markov chain with transition probabilities p and initial
distribution µ, then the finite dimensional distributions are given as above.
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The law of a Markov chain

Definition

The law of a Markov chain tXnu with state space pS ,S q and initial
distribution ν is the unique probability measure Probν on pS8,S8q (the
product space) with finite dimensional distributions

Probνpts : si P Ai , i “ 0, ..., nuq “ ProbpX0 P A0, ...,Xn P Anq,

for Ai P S .
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Random walk

Example (Random walk)

Let ξ1, ξ2, ... P Rd be i.i.d. with distribution µ. Let X0 “ x P Rd and let
Xn “ X0 ` ξ1 ` ¨ ¨ ¨ ` ξn. Then Xn is a Markov chain with transition
probability

ppx ,Aq “ µpA´ xq,

where A´ x “ ty ´ x : y P Au.
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Markov property

The following lemma is useful for proving the Markov property.

Lemma

Let X and Y take values in pS ,S q. Suppose F and Y are independent.
Let X P F , φ be a function with Er|φpX ,Y q|s ă 8 and let
gpxq “ Erφpx ,Y qs. Then

ErφpX ,Y q|F s “ gpX q.
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Examples

To verify that random walk defines a Markov chain, let F “ Fn, X “ Xn,
Y “ ξn`1, and φpx , yq “ 1px ` y P Aq. Thus gpxq “ µpA´ xq.
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Branching processes

Example

Let S “ t0, 1, 2, ...u and

ppi , jq “ Prob

˜

i
ÿ

m“1

ξm “ j

¸

where ξ1, ξ2, ... are i.i.d. non-negative integer valued random variables.
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Renewal chain

Example

Let S “ t0, 1, 2, ...u, fk ě 0, and
ř8

k“1 fk “ 1. Set

pp0, jq “ fj`1 j ě 0
ppi , i ´ 1q “ 1 i ě 1

ppi , jq “ 0 otherwise.
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Ehrenfest chain

Example

Let S “ t0, 1, 2, ..., ru and

ppk , k ` 1q “
r ´ k

r

ppk , k ´ 1q “
k

r
ppi , jq “ 0 otherwise.

This models r particles moving in a split chamber with a small opening
connecting the two sides of the chamber. A particle is picked uniformly at
random and moved to the other chamber.
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Birth and death chains

Example

Let S “ t0, 1, 2, ...u. These chains enforce ppi , jq “ 0 when |i ´ j | ą 1.

Bob Hough Math 639: Lecture 12 March 21, 2017 17 / 58



Strong Markov property

Proposition

Consider a homogeneous Markov chain tXnu on probability space
pS8,S8,Probνq. Denote θ : S8 Ñ S8 the shift operator pθωqk “ ωk`1

and pθnωqk “ ωk`n for k , n ě 0. Let thnu Ă bS with supn,ω |hnpωq| ă 8,
and let τ be a stopping time

Eνrhτ pθ
τωq|Fτ s1pτ ă 8q “ EXτ rhτ s1pτ ă 8q.

Here Eν denotes expectation taken with respect to the probability measure
Probν .

Bob Hough Math 639: Lecture 12 March 21, 2017 18 / 58



Strong Markov property

Proof.

We first check
Eνrhpθ

nωq|Fns “ EXnrhs,

for hpωq “
śk
`“0 g`pω`q, with g` P bS , ` “ 0, ..., k . The same

statement for general h then follows from the monotone class
theorem.

Let B P S n`1, write µm “ ν b p b ¨ ¨ ¨ b p and calculate

Eνrhpθ
nωq1Bpω0, ..., ωnqs “ µn`k

«

1Bpx0, ..., xnq
k
ź

`“0

g`px``nq

ff

“ µn

„

1Bpx0, ..., xnqg0pxnq

ż

ppxn, dy1qg1py1q...

ż

ppyk´1, dykqgkpykq



“ Eν r1BpX0, ...,XnqEXnrhss .
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Strong Markov property

Proof.

To introduce the stopping time, write EνrYn|Fns “ gpn,Xnq.
Conditioning on the value of the stopping time,

Eνrhτ pθ
τωq1pτ “ kq|Fτ s “ gpk ,Xkq1pτ “ kq “ gpτ,Xτ q1pτ “ kq.

Sum in k to complete the estimate.
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Invariant measure

Definition

A measure ν on pS ,S q such that νpSq ą 0 and ν ˝ θ´1p¨q “ νp¨q, i.e.
for all A P S8,

νpAq “ νptω : θpωq P Auq

is called shift invariant. An event A P S8 is called shift invariant if
A “ θ´1A.

We say that a stochastic process tXnu on a state space tS ,S u is
stationary if its joint law ν is shift invariant.

A positive measure µ on a pS ,S q is called an invariant measure for a
transition probability pp¨, ¨q if it defines a shift invariant measure
Probµp¨q.
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Invariant measure

Lemma

Suppose a σ-finite measure ν and transition probability p0p¨, ¨q on pS ,S q

are such that ν b p0pS ˆ Aq “ νpAq for any A P S . Then, for all k ě 1
and A P S k`1,

ν b p0 b ¨ ¨ ¨ b pkpS ˆ Aq “ ν b p1 b ¨ ¨ ¨ b pkpAq.
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Invariant measure

Proof.

By assumption, νppp0f qq “ νpf q for f “ IA and any A P S . By the
monotone class theorem, this extends to all f P bS .

Consider fkpxq “ IA0pxqp1 b ¨ ¨ ¨ b pkpx ,A1 ˆ ¨ ¨ ¨ ˆ Akq. Since
pjh P bS for any h P bS , we have fk P bS .

Observe νpfkq “ ν b p1 b ¨ ¨ ¨ b pkpAq for A “ A0 ˆ ¨ ¨ ¨ ˆ Ak and

νppp0fkqq “

ż

S
νpdyq

ż

A0

p0py , dxqp1 b ¨ ¨ ¨ b pkpx ,A1 ˆ ¨ ¨ ¨ ˆ Akq

“ ν b p0 b ¨ ¨ ¨ b pkpS ˆ Aq.

The claim for fk follows by noting
p1 b ¨ ¨ ¨ b pkpx ,A1 ˆ ¨ ¨ ¨ ˆ Akq P bS , and hence in general by
appealing to the monotone class theorem.
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Invariant measure

Theorem

A positive σ-finite measure µp¨q on pS ,S q is an invariant measure for
transition probability pp¨, ¨q if and only if µb ppS ˆ Aq “ µpAq for all
A P S .
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Invariant measure

Proof.

If µ is a positive σ-finite measure, then so are the measures Probµ
and Probµ ˝θ

´1 on pS8,S8q.

The f.d.d. of Probµ are the σ-finite measures µkpAq “ µbk ppAq for
A P S k`1.

By definition of θ, the f.d.d. of Probµ ˝θ
´1 are µk`1pS ˆ Aq.

Thus a positive σ-finite measure µ is an invariant measure for pp¨, ¨q if
and only if µk`1pS ˆ Aq “ µkpAq for all k and A P S k`1. This is
equivalent to µb ppS ˆ Aq “ µpAq.
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Countable state spaces

Consider a homogeneous Markov chain tXnu on a countable state space
pS , 2Sq.

Theorem

For any x , y P S and non-negative integers k ď n,

ProbxpXn “ yq “
ÿ

zPS

ProbxpXk “ zqProbzpXn´k “ yq.

Proof.

This follows on conditioning on Xk .
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Harmonic functions

Definition

We say that f : S Ñ R which is bounded above or below, is
super-harmonic for transition probability ppx , yq at x P S if

f pxq ě
ÿ

yPS

ppx , yqf pyq

and sub-harmonic at x if

f pxq ď
ÿ

yPS

ppx , yqf pyq

harmonic if equality holds. f is sub/super/harmonic if it is
sub/super/harmonic at each x P S .
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Accessible states

Definition

Let ρxy “ ProbxpTy ă 8q be the probability that, started from state
x , a Markov chain visits state y in finite time.

If x ‰ y , and ρxy ą 0 then y is accessible.

x ‰ y intercommunicate, denoted x Ø y if each is accessible from
the other.

A non-empty collection of states C Ă S is irreducible if each two
states of C intercommunicate, and closed if no y R C is accessible
from some x P C .
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Accessible states

Exercise

Check that if ρxy ą 0 and ρyz ą 0 then ρxz ą 0.

This implies that intercommunication is an equivalence relation, so
the state space splits into maximal irreducible sets, which are
connected by a directed graph indicating which class leads to another.
This graph is transitive and acyclic.
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Recurrent states

Definition

A state y P S is called recurrent, or persistent if ρyy “ 1 and transient if
ρyy ă 1.
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Return times

Theorem

Let T 0
y “ 0, and for k ě 1, T k

y “ inftn ą T k´1
y : Xn “ yu be the time of

the kth return to y . For any x , y P S and k ě 1,

ProbxpT
k
y ă 8q “ ρxyρ

k´1
yy .

Let N8pyq denote the number of visits to state y . Then if y is transcient,

Ex rN8pyqs “
ρxy

1´ ρyy
.

If y is recurrent then Ex rN8pyqs is 0 or 8 according as ρxy is 0 or 1.
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Return times

Proof.

The formula ProbxpT
k
y ă 8q “ ρxyρ

k´1
yy follows from the corresponding

formula for iterated stopping times. Calculate

Ex rN8pyqs “
8
ÿ

k“1

ProbxpN8pyq ě kq

“

8
ÿ

k“1

ProbxpT
k
y ă 8q

“

8
ÿ

k“1

ρxyρ
k´1
yy

which gives the claimed evaluation.
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Recurrence

Theorem

The following equivalent properties characterize a recurrent state y :

ρyy “ 1

Proby pT
k
y ă 8q “ 1 for all k

Proby pXn “ y i.o.q “ 1

Proby pN8pyq “ 8q “ 1

Ey rN8pyqs “ 8.

This follows from the previous theorem.
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Decomposition theorem

Theorem

A countable state space S of a homogeneous Markov chain can be
partitioned uniquely as

S “ T Y R1 Y R2 Y ...

where T is the set of transient states and the Ri are disjoint, irreducible
closed sets of recurrent states with ρxy “ 1 whenever x , y P Ri .
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Decomposition Theorem

Proof.

One easily checks that any pair of interconnected states are either
both recurrent or both transient.

In particular, an irreducible set of states is either transient or
recurrent simultaneously. Grouping all transient states together, this
provides the decomposition.

Suppose x is recurrent. If ρxy ą 0, then ρyx ą 0 since otherwise there
is a positive probability of passing from x to y and not returning.
This proves the closed condition.
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Irreducible, recurrent, transient

Definition

A homogeneous Markov chain is irreducible if S is irreducible, is recurrent
if each state is recurrent, and is transient if each state is transient.
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Recurrence

Theorem

If F is a finite set of transient states then for any initial distribution
ProbνpXn P F i.o.q “ 0. Any finite closed set C contains at least one
recurrent state, and if C is also irreducible then C is recurrent.
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Recurrence

Proof.

If F is a finite set of transient states, then for any x ,
Ex r

ř

f PF N8pf qs ă 8, so the probability that the sites are visited
infinitely often is 0.

If a finite set of sites is closed, then once the chain enters the set, it
never leaves. In particular, some site is visited infinitely often and is
recurrent.

If an irreducible set contains a recurrent state, then all states are
recurrent, which proves the last claim.
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Absorbing states

Definition

If a singleton txu is a closed set of a homogeneous Markov chain, then we
call x an absorbing state for the chain.
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Recurrent states

Theorem

Suppose S is irreducible for a chain tXnu and there exists h : S Ñ r0,8q
of finite level sets Gr “ tx : hpxq ă ru that is super-harmonic at SzGr for
some finite r . Then tXnu is recurrent.
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Recurrent states

Proof.

We can assume S is infinite, and that r0 is sufficiently large so that h
is superharmonic in SzGr0 .

If ProbxpTGr ă 8q “ 1 for all x P S , then S contains a recurrent
state, hence is recurrent by irreducibility.

Let r ą r0 and let Cr “ Gr0 Y pSzGr q. Thus h is super-harmonic in
x R C , so hpXn^τC q is a non-negative sup-martingale for Probx for
any x P S .

Since C c Ă Gr is a finite set, ProbxpτC ă 8q “ 1. Calculate

hpxq ě Ex rhpXτC qs ě r ProbxpτC ă τGr0
q.
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Recurrent states

Proof.

Thus

ProbxpτGr0
ă 8q ě ProbxpτGr0

ă τC q ě 1´
hpxq

r
.

Letting r Ñ8 proves the claim.
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Excessive measures

Definition

We say that a non-zero µ : S Ñ r0,8s is an excessive measure if

µpyq ě
ÿ

xPS

µpxqppx , yq, @y P S .
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Invariant measure

Theorem

Let Tz denote the possibly infinite return time to a state z by
homogeneous Markov chain tXnu. Then

µzpyq “ Ez

«

Tz´1
ÿ

n“0

1pXn “ yq

ff

is an excessive measure for tXnu, the support of which is the closed set of
all states accessible from z . If z is a recurrent state then µzp¨q is an
invariant measure, whose support is closed and recurrent.
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Invariant measure

Proof.

Set hkpω, yq “
řTz pωq´1

n“0 1pωn`k “ yq. Thus µzpyq “ Ez rh0pω, yqs.

Calculate

Ez rh1pω, yqs “ Ez

«

8
ÿ

n“0

1pTz ą nq1pXn`1 “ yq
ÿ

xPS

1pXn “ xq

ff

“
ÿ

xPS

8
ÿ

n“0

Ez r1pTz ą nq1pXn “ xqProbzpXn`1 “ y |Fnqs

“
ÿ

xPS

8
ÿ

n“0

Ez r1pTz ą nq1pXn “ xqs ppx , yq

“
ÿ

xPS

µzpxqppx , yq.
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Invariant measure

Proof.

Observe that if ω0 “ z , h0pω, yq ě h1pω, yq with equality when y ‰ z
or Tzpωq ă 8.

It follows that

µzpyq “ Ez rh0pω, yqs ě Ez rh1pω, yqs “
ÿ

xPS

µzpxqppx , yq,

with equality when y ‰ z or z is recurrent. This proves that µz is
excessive.

Iterating, for any k ě 1,

µzpyq ě
ÿ

xPS

µzpxqProbxpXk “ yq

with equality if z is recurrent.
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Invariant measure

Proof.

If ρzy “ 0 then µzpyq “ 0, while if ρzy ą 0 then ProbzpXk “ yq ą 0
for some finite k, so that µzpyq ě µzpzqProbzpXk “ yq. Thus when
z is recurrent, the support of µz is its irreducible component.

If x Ø z then 1 “ µzpzq ě µzpxqProbxpXk “ zq for some k , whence
µz is invariant and σ-finite.
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Invariant measure

Theorem

If R is a recurrent equivalence class of states then the invariant measure
whose support is contained in R is unique and has R as its support. In
particular, the invariant measure of an irreducible, recurrent chain is
unique.
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Invariant measure

Proof.

Since R is closed, the restriction of pp¨, ¨q to R is a transition
probability, so we may assume S “ R.

Hence there exists a strictly positive invariant measure µ “ µz on R

Define transition probability qpx , yq “ µpyqppy ,xq
µpxq .

Let ν be any excessive probability for pp¨, ¨q. Then for any y ,

νpyq ě
ÿ

xPS

νpxqppx , yq “
ÿ

xPS

νpxqqpy , xq
µpyq

µpxq

so that ν
µ is a superharmonic function for q.
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Invariant measure

Proof.

By considering paths, we can check that ρx ,y ą 0 for p implies
ρy ,x ą 0 for q, and hence the Markov chain with transition probability
q is irreducible.

Considering loops, the probability of a return from x to x at step k
under p is equal to the same probability under q (by running each
loop in reverse). Hence the q-chain is recurrent.

Check as an exercise that the only positive super-harmonic function
for an irreducible recurrent chain is a constant, and hence ν is a
scalar multiple of µ.
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Reversible chains

Definition

A non-zero µ : S Ñ r0,8q is called a reversible measure for the transition
probability pp¨, ¨q if for all x , y P S , µpxqppx , yq “ µpyqppy , xq. The
transition probability pp¨, ¨q is reversible if it has a reversible measure.
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Time-reversed chain

Definition

If µp¨q is an invariant measure for transition probability ppx , yq, then
qpx , yq “ µpyqppy , xq{µpxq is a transition probability on the support of
µp¨q, call the adjoint or dual of p with respect to µ. The corresponding
Markov chain is called the time-reversed chain.
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Random walk on a graph

Definition

A network consists of a countable (finite or infinite) set of vertices V
with a symmetric weight function w : V ˆ V ÞÑ r0,8q (i.e.
wxy “ wyx for all x , y P V ). Set µpxq “

ř

yPV wxy .

A random walk on the network is a homogeneous Markov chain of
state space V and transition probability

ppx , yq “
wxy

µpxq
.
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Recurrent states

Definition

Let Tz denote the first return time to state z . A recurrent state z is called
positive recurrent if Ez rTz s ă 8 and null recurrent otherwise.
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Recurrence

Theorem

If πp¨q is an invariant probability measure, then all states z with πpzq ą 0
are positive recurrent. Further, if the support of πp¨q is an irreducible set
R of positive recurrent states then πpzq “ 1{Ez rTz s for all z P R.
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Recurrence

Proof.

Starting the chain from the invariant distribution π one easily verifies
that π is supported on recurrent states.

Calculate, starting from a recurrent state z ,

µzpSq “
ÿ

yPS

µzpyq “ Ex

»

–

ÿ

yPS

Tz´1
ÿ

n“0

1pXn “ yq

fi

fl “ Ez rTz s.

Thus, if µz is a finite measure then z is positive recurrent.

If π is supported on a single irreducible then πpzq “ µz pzq
µz pSq

“ 1
ErTz s

.

To complete the proof, note that an invariant probability measure is a
mixture of invariant probability measures supported on single
irreducibles.
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Markovian coupling

Theorem

Let tXnu and tYnu be two independent copies of an aperiodic, irreducible
Markov chain. Suppose further that the irreducible chain Zn “ pXn,Ynq is
recurrent. Then, regardless of the initial distribution pX0,Y0q, the first
meeting time τ “ mint` ě 0 : X` “ Y`u of the two processes is a.s. finite,
and for any n,

}LXn ´LYn}TV ď 2 Probpτ ą nq.
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Markovian coupling

Proof.

The Markov chain Zn “ pXn,Ynq on S2 is irreducible by
independence. Since tZnu is recurrent, τz “ mint` ě 0 : Z` “ zu is
a.s. finite for each z P S2. Thus,

τ “ inftτz : z “ px , xq, some x P Su.

For the remaining claim, let g P bS bounded by 1, and verify that,
for k ď n,

1pτ “ kqEXk
rgpXn´kqs “ 1pτ “ kqEYk

rgpYn´kqs

or Er1pτ “ kqgpXnqs “ Er1pτ “ kqgpYnqs. Thus

ErgpXnqs´ErgpYnqs “ Er1pτ ą nqpgpXnq´gpYnqqs ď 2 Probpτ ą nq.
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