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A COMPACTNESS THEOREM FOR THE YAMABE
PROBLEM
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Abstract

In this paper, we prove compactness for the full set of solutions
to the Yamabe Problem if n ≤ 24. After proving sharp pointwise
estimates at a blowup point, we prove the Weyl Vanishing The-
orem in those dimensions, and reduce the compactness question
to showing positivity of a quadratic form. We also show that this
quadratic form has negative eigenvalues if n ≥ 25.

1. Introduction

Let (Mn, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3 without boundary. The Yamabe Problem consists of finding
a constant scalar curvature metric g̃, which is pointwise conformally
related to g. This problem is equivalent to showing the existence of a
positive solution to the equation

(1.1) ∆gu− c(n)Rgu + Ku
n+2
n−2 = 0 on M,

where ∆g is the Laplace-Beltrami operator associated with g, Rg is the
scalar curvature of g, c(n) = n−2

4(n−1) , and K is a constant. More precisely,

if u > 0 is a solution of (1.1) and we write g̃ = u
4

n−2 g, then the scalar
curvature of g̃ is given by c(n)−1K. As is well-known, the existence of
a minimizing solution to the Yamabe problem was established through
the combined works of Yamabe [37], Trudinger [35], Aubin [1], and
Schoen [26].

The variational theory for nonminimal solutions of the Yamabe Prob-
lem is very rich. Examples such as S1×Sn−1 (see [28]) show that there
are generally a large number of high energy solutions with high Morse
index. In fact, a theorem of Pollack [25] shows that on every compact
manifold Mn with n ≥ 3 and with positive scalar curvature, for any
integer N there is a dense set (in a C0 topology) of the positive confor-
mal classes for which there are more than N inequivalent solutions of
the Yamabe problem. These solutions generally have high energy and
index. Thus, it is natural to ask what can be said about the full set of
solutions to this problem.
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In a topics course at Stanford in 1988, the third author raised the
question of compactness of the full set of solutions and proved some
special cases of it. Notes for that course were written by D. Pollack,
and although unpublished, they have been widely distributed. The cases
which were covered in the Stanford notes are the locally conformally flat
case, published in [29] and the three dimensional case, the argument for
which is in the paper of Schoen and Zhang [34] (used there to estab-
lish a single simple point of blow-up for the prescribed scalar curvature
problem on S3). For a three manifold different from S3, the positivity
of the mass gives the full compactness statement by a virtually identical
argument. The notes also give an outline of a proof that the Weyl tensor
should vanish at a blow-up point. Over the past several years the results
were improved by Druet [9] who did the cases n ≤ 5 and by Marques
[19] and Li and Zhang [15] who did n ≤ 7 in general and arbitrary n
under the assumption that the Weyl tensor vanishes nowhere to second
order. We have recently become aware that Li and Zhang do n ≤ 11 in
[16]. In a surprising recent paper, Simon Brendle [4] has constructed
examples of C∞ metrics on spheres of dimension at least 52 for which
the compactness statement fails. In a subsequent paper, Brendle and
Marques [6] extend these examples to the dimensions 25 ≤ n ≤ 51. In
this paper, we give a proof of the statements of [30] for n ≤ 24. We
now describe these results in detail.

First, recall that if the principal eigenvalue of minus the conformal
Laplacian, −Lg = −∆g + c(n)Rg, is negative, then there is only one
solution of (1.1). Moreover, if the principal eigenvalue is zero, then the
problem becomes linear and solutions are unique up to multiplication
by a positive constant. Therefore, the only interesting case is the pos-
itive one. If the underlying manifold is the round sphere (Sn, g0), then
Obata’s theorem [23] classifies all solutions of (1.1), and this set is non-
compact in the C2 topology. On the other hand, the round sphere is
the only compact manifold on which there can be a noncompact space
of minimizing solutions, and in this paper, we extend this result to the
space of arbitrary solutions for the Yamabe Problem, as well as its sub-
critical approximate problems provided n ≤ 24. For any p ∈ [1, n+2

n−2 ],
set

Φp = {u > 0 | Lgu + Kup = 0 on M},
then our main result is

Theorem 1.1. Let (Mn, g) be a smooth compact Riemannian mani-
fold of dimension 3 ≤ n ≤ 24 without boundary. If (Mn, g) has positive
Yamabe quotient and is not conformally diffeomorphic to (Sn, g0), then
for any ε > 0 there exists a constant C > 0 depending only on g and ε
such that

C−1 ≤ u ≤ C and ‖ u ‖C2,α≤ C,
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for all u ∈ ∪1+ε≤p≤n+2
n−2

Φp, where 0 < α < 1.

As in the construction of minimizers for the Yamabe problem, the
proof of this theorem has both a local and a global aspect. The global
aspect involves the Positive Mass Theorem (PMT). Recall that this the-
orem was established by Schoen and Yau [31] using a minimal hypersur-
face argument. This argument extends to the cases n ≤ 7 (see [28] for a
discussion). A spinor proof of the theorem was provided by Witten [36]
(see also [13]) in an argument which extends to arbitrary n assuming
the manifold is spin. A special argument for the locally conformally flat
case was given in [32] using the developing map. Our current theorem
requires a more general PMT for high dimensional manifolds which are
not locally conformally flat (and not necessarily spin). This theorem
has been announced by Lohkamp [18] by an argument which extends
the minimal hypersurface argument. In order to apply the PMT to get
estimates for solutions of the Yamabe Problem, the Weyl tensor must
vanish to a sufficiently high order so that the ADM energy can be de-
fined. That is the main difficulty of the program, and the next result
asserts that this is necessarily the case, if n ≤ 24. More precisely, we
establish the following local result.

Theorem 1.2 (Weyl Vanishing Theorem). Let g be a smooth Rie-
mannian metric defined in the unit n-ball B1, 6 ≤ n ≤ 24. Suppose that
there is a sequence of solutions {ui} of

(1.2) Lgui + Kupi
i = 0 on B1,

pi ∈ (1, n+2
n−2 ], such that for any ε > 0 there is a constant C(ε) such that

supB1−Bε
ui ≤ C(ε) and limi→∞(supB1

ui) = ∞. Then the Weyl tensor
W (g) satisfies

|W (g)|(x) ≤ C|x|l
for some integer l > n−6

2 .

We should also note that our compactness theorem holds without
assuming the Positive Mass Theorem for the class of manifolds (Mn, g)
satisfying

n−6
2∑

k=0

|∇k
gWg(x)|2 > 0

for all x ∈ M .
The proof of this theorem in the case of an isolated simple blow-up

point relies on a new method to obtain local restrictions at a blowup
point. The first step is to obtain sharp approximations of a blowing-up
sequence of solutions in a neighborhood of the blowup point. This is
achieved by establishing optimal pointwise estimates which generalize
the ones obtained by the second author in [19]. The important point
here is that in high dimensions one has to perform a refined blowup
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analysis, going beyond the standard bubble (rotationally symmetric so-
lution). We should say that the approximate solutions introduced here
were introduced by S. Brendle in [3] to generalize the results of Aubin
[1] and of Hebey and Vaugon [11]. After we establish this kind of ex-
pansion for the blowing-up solutions, we can apply a Pohozaev-type
identity in search of local obstructions. The relevant correction terms
coming from the metric are then encoded in a quadratic form, whose
positivity is sufficient to imply our stated results.

In the Appendix, we prove the positivity of this quadratic form if n ≤
24, noting also that this fails to be true if n ≥ 25. This fact has been used
by S. Brendle (n ≥ 52, [4]), and Brendle and Marques (25 ≤ n ≤ 51, [6])
to give smooth counterexamples to compactness. We should say that the
existence of a critical dimension for this problem comes as an interesting
and surprising fact, which deserves to be better understood (see [5] for a
survey). We note here that checking the positivity involves a calculation
which is too lengthy to do by hand so we carried out this calculation
in Maple. The Maple instructions and output of this calculation are
posted at [12] for the interested reader to check.

The final step of the proof involves the reduction to the case of simple
blow-up. This involves suitable rescalings to a situation in which the
blow-up is simple for a sequence of metrics converging to the euclidean
metric and for which the corresponding boundary term in the Pohozaev
identity is positive. Combining the analysis described above to show
that the interior terms are negligible, we rule out higher energy blow-up
for 3 ≤ n ≤ 24. We note that this is a local result, so that we can
show that locally the blow-up set consists of a finite number of simple
blow-up points. This generalizes results obtained by the third author
in the locally conformally flat case.

One obvious consequence of Theorem 1.1 is to give an alternative
proof of the solution to the Yamabe problem. This follows from the fact
that standard variational methods can be used to give solutions to the
subcritical equation (1.2) with pi → n+2

n−2 as i →∞. In fact, we can say
more. More generally, the compactness theorem allows us to compute
the total Leray-Schauder degree of all solutions to equation (1.1), and
to obtain more refined existence theorems which we now discuss.

In this setting, it is convenient to recall that equation (1.1) arises
from a variational problem. Namely, we consider the functional R(g̃)
for g̃ ∈ [g], the conformal class of the given metric g, where R(g̃) is the
total scalar curvature

R(g̃) =
∫

M
Rg̃ dωg̃.

Here we have normalized g̃ and g so that Vol(g̃) = Vol(g) = 1. The
critical points of R(·) on the set of metrics g̃ ∈ [g] with Vol(g̃) = Vol(g)
then have constant scalar curvature, and by writing g̃ = u

4
n−2 g, we get



A COMPACTNESS THEOREM FOR THE YAMABE PROBLEM 147

solutions u of equation (1.1) with K = c(n)R(u
4

n−2 g). Note that by
writing equation (1.2) as

(1.3) Lgu + E(u)up = 0,

where E(u) denotes the energy of u and is given by

E(u) = −
∫

M
uLgudωg =

∫

M
(|∇gu|2 + c(n)Rgu

2)dωg,

the volume constraint Vol(g̃) = Vol(g) is built into equation (1.3) (for
p = n+2

n−2) since multiplying (1.3) by u and integrating by parts produces∫
M up+1dωg = 1.
Since the questions which concern us here are only interesting in the

case that the principal eigenvalue of minus the conformal Laplacian is
positive, we may assume that it is invertible. We then define a map
Fp : ΩΛ → C2,α(M) by Fp(u) = u + L−1

g (E(u)up), where

ΩΛ = {u ∈ C2,α(M) | ‖ u ‖C2,α< Λ, u > Λ−1}.
From elliptic theory, we know that the map u 7→ L−1

g (E(u)up) is a
compact map from ΩΛ into C2,α(M). Thus Fp is of the form I+compact,
and we may define the Leray-Schauder degree (see [21]) of Fp in the
region ΩΛ with respect to 0 ∈ C2,α(M), denoted by deg(Fp, ΩΛ, 0),
provided that 0 6= Fp(∂ΩΛ). The degree is an integer which counts
with multiplicity the number of times that the value 0 is taken on by
the map Fp. Notice that Fp(u) = 0 if and only if u is a solution of
(1.3). Furthermore, the homotopy invariance of the degree tells us that
deg(Fp,ΩΛ, 0) is constant for all p ∈ [1, n+2

n−2 ] provided that 0 6= Fp(∂ΩΛ)
for all p ∈ [1, n+2

n−2 ]. Moreover, in the linear case when p = 1, it is not
difficult to calculate (as shown in [29]) that deg(F1,ΩΛ, 0) = −1 for all
Λ sufficiently large. Therefore, Theorem 1.1 allows us to calculate the
degree for all p ∈ [1, n+2

n−2 ].

Theorem 1.3. Let (Mn, g) satisfy the assumptions of Theorem 1.1,
then for all Λ sufficiently large and all p ∈ [1, n+2

n−2 ], we have

deg(Fp,ΩΛ, 0) = −1.

In the case that all solutions of the Yamabe problem are nondegen-
erate, as will be the case for a generic conformal class of Riemannian
metrics, our previous results assert that there will be a finite number
of solutions of the variational problem. Moreover, the strong Morse in-
equalities will hold for the Yamabe problem since these inequalities are
well-known for subcritical equations, and Theorem 1.1 shows that all
critical points converge as p → n+2

n−2 . It follows that

(−1)λ ≤
λ∑

µ=0

(−1)λ−µCµ, λ = 0, 1, 2, . . . ,
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where Cµ denotes the number of solutions of Morse index µ. Since there
is a finite number of solutions, we then obtain

Theorem 1.4. Let (Mn, g) satisfy the assumptions of Theorem 1.1,
and suppose that all critical points in [g] are nondegenerate. Then there
is a finite number of critical points g1, . . . , gk, and we have

1 =
k∑

j=1

(−1)I(gj),

where I(gj) denotes the Morse index of the variational problem with
volume constraint.
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and FAPERJ. He would also like to gratefully acknowledge the sup-
port of the Mathematics Department of Stanford University. The third
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2. Basic Properties of Blowup

Let D ⊂ Rn be an open set endowed with a sequence of smooth
Riemannian metrics {gi}∞i=1 converging in the CN

loc topology to a smooth
metric g, where N is large enough depending only on n. Consider a
sequence of positive solutions {ui}∞i=1 of the equation

(2.1) Lgiui + Kf−δi
i upi

i = 0 in D,

where 1 < pi ≤ n+2
n−2 , δi = n+2

n−2 − pi, K = n(n − 2), and {fi}∞i=1 is a
sequence of smooth positive functions converging in the C2

loc topology
to a smooth positive function f . Later on it will be convenient to replace
gi by another member of its conformal class, ĝi = φ

4
n−2 gi. In this case,

we find
Lĝi(φ

−1ui) = φ−
n+2
n−2 Lgiui,

from which it follows that φ−1ui satisfies

Lĝi(φ
−1ui) + K(φfi)−δi(φ−1ui)pi = 0,

which is an equation having the same form as (2.1). This is the reason
for writing the subcritical equations as in (2.1).

A point x ∈ D is called a blow-up point for {ui} if ui(xi) → ∞ for
some xi → x. The behavior of the sequence {ui} in a neighborhood of
a blow-up point has been studied extensively; the following definitions
are commonly used in this regard.
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Definition 2.1. A point x ∈ D is an isolated blow-up point for {ui}
if there exists a sequence {xi} ⊂ D where each xi is a local maximum
for ui and xi → x, such that:

1) ui(xi) →∞ as i →∞,

2) ui(x) ≤ Cdgi(x, xi)
− 2

pi−1 for all x ∈ BR(xi) ⊂ D

for some constants R, C > 0, where BR(xi) denotes the geodesic ball of
radius R centered at xi, and dgi(x, xi) represents the distance between
x and xi with respect to gi.

Definition 2.2. Let {xi} and {ui} be as in Definition 2.1, and con-
sider the spherical averages

ui(r) = |∂Br(xi)|−1
gi

∫

∂Br(xi)
uidσgi ,

where |∂Br(xi)|gi denotes the area of ∂Br(xi) with respect to gi. Then
x ∈ D is called an isolated simple blow-up point for {ui} if there exists

R > 0 (independent of i) such that the functions ûi(r) = r
2

pi−1 ui(r)
have exactly one critical point for r ∈ (0, R).

We will now proceed to recall the basic properties of isolated and
isolated simple blow-up. All the results of this section are originally
due to Schoen [27] (but have appeared elsewhere, see [14], [15], [19]).
We will not include the proofs here since they are by now standard.

The first result shows that near an isolated blow-up point, solutions of
(2.1) satisfy a Harnack inequality. Unless otherwise noted, throughout
this section we will be working in a normal coordinate system x =
(x1, . . . , xn) centered at xi, where {xi} is as in Definition 2.1. We will
also denote ui(expxi

(x)) by ui(x) and dgi(x, xi) by |x|.
Proposition 2.3. Let xi → x be an isolated blow-up point for the

sequence {ui} of positive solutions to (2.1). Then there exists C > 0
independent of i such that

max
r≤|x|≤2r

ui(x) ≤ C min
r≤|x|≤2r

ui(x)

for all r ∈ (0, R/3).

We can now apply this Harnack inequality to obtain further infor-
mation on the behavior of {ui} near an isolated blow-up point. Define
U(y) = (1 + |y|2) 2−n

2 , and observe that if π : Sn − {∞} → Rn is stere-
ographic projection, then (π−1)∗g0 = 4U

4
n−2 δ where g0 is the round

metric on Sn and δ is the Euclidean metric on Rn. It is for this reason
that U(y) is often referred to as the “standard bubble”. The next lemma
asserts that in the case of isolated blow-up, after suitable rescaling, the
sequence {ui} approaches a standard bubble.
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Proposition 2.4. Let xi → x be an isolated blow-up point for the
sequence {ui} of positive solutions to (2.1). Then pi → n+2

n−2 , and for
any sequences εi → 0 and Ri →∞ as i →∞, we have

|M−1
i ui(M

− pi−1

2
i y)− U(y)|C2(BRi

(0)) ≤ εi

where Mi = ui(xi) after possibly passing to a subsequence.

This result shows that isolated point blow-up gives good control in

small balls of radius RiM
− pi−1

2
i . The next result says that in the case

that the blow-up is isolated simple, control may be extended into a ball
of fixed radius R > 0 independent of i. In particular, the blow-up is
analogous to that of the Green’s function for the conformal Laplacian
centered at xi. Recall that if R is sufficiently small, then there exists a
unique Green’s function Gi(·, xi) ∈ C2(BR(xi)− {xi}) satisfying

LgiGi = 0 in BR(xi)− {xi}, G|∂BR(xi) = 0, lim
x→xi

|x|n−2Gi(x) = 1.

Proposition 2.5. Let xi → x be an isolated simple blow-up point
for the sequence {ui} of positive solutions to (2.1). Then there exist
constants C, R > 0 independent of i such that

Miui(x) ≥ C−1Gi(x, xi), M
− pi−1

2
i ≤ |x| ≤ R,(2.2)

Miui(x) ≤ C|x|2−n, |x| ≤ R,(2.3)

where Gi(x, xi) is the Green’s function for Lgi with Dirichlet boundary
conditions in BR(xi).

An immediate consequence of Proposition 2.5 is that Miui converges
to a Green’s function at an isolated simple blow-up point. To see this,
observe that

Lgi(Miui(x)) + KM1−pi
i f−δi

i (Miui(x))pi = 0,

and by (2.3) Miui is uniformly bounded on compact subsets of BR(x)−
{x}. It then follows from standard elliptic estimates that after passing to
a subsequence Miui(x) → G(x, x) in C2

loc(BR(x)−{x}), where LgG = 0.
By (2.2), G(x, x) must have a nonremovable singularity at x. Therefore,
we have shown

Corollary 2.6. Let xi → x be an isolated simple blow-up point for
{ui}. Then after passing to a subsequence

Miui(x) → h(x) = G(x, x) in C2
loc(BR(x)− {x}),

where G(x, x) is a Green’s function for Lg centered at x.
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3. Pohozaev Identity

In this section, we will establish the Pohozaev-type identity we will
use in the subsequent blowup analysis.

Suppose u : Bσ(0) ⊂ Rn → R is a positive C2 solution to the equation

(3.1) ∆u + K(x)up = −A(x),

where p 6= −1, ∆ denotes the Euclidean Laplacian, and K ∈ C1.
Define

P (r, u) =
∫

∂Br

(n− 2
2

u
∂u

∂r
− r

2
|∇u|2 + r|∂u

∂r
|2(3.2)

+
1

p + 1
K(x)rup+1

)
dσ(r),

whenever 0 < r < σ.
The following lemma gives the radial Pohozaev-type identity:

Lemma 3.1. Given 0 < r < σ,

P (r, u) = −
∫

Br

(
xk∂ku +

n− 2
2

u

)
A(x)dx

+
(

n

p + 1
− n− 2

2

) ∫

Br

K(x)up+1dx

+
1

p + 1

∫

Br

(xk∂kK(x))up+1dx.

Proof. Multiply the equation (3.1) by xk∂ku + n−2
2 u, and integrate

by parts. The details may be found in [17] or [19]. q.e.d.

4. Linear Analysis and Scalar Curvature

In this section, we will establish important notation and define the
functions we will need later to obtain sharp pointwise estimates around
a blow-up point.

Since our problem is conformally invariant, we will sometimes work in
conformal normal coordinates (see [13]) in order to simplify the analysis.
Given an integer N ≥ 2, there exists a positive function φ (which can
be constructed explicitly) such that if g̃ = φ

4
n−2 g, the volume element

satisfies
det(g̃ij) = 1 + O(rN )

in g̃-normal coordinates around p, where r = dg̃(p, ·). In such coordi-
nates, it is more convenient to work with the Taylor expansion of the
metric instead of dealing with derivatives of the Weyl tensor.

Remark. Throughout the paper, we will sometimes work as if dvg ≡
dx in conformal normal coordinates, ignoring the contributions from the
volume element when they are negligible.
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Let us introduce some notation. Throughout the rest of the paper
d = [n−2

2 ]. In conformal normal coordinates, we will always write

gij = exp(hij),

where hij(x)xj = 0 and trhij(x) = O(rN ). Here N is a large integer
and r = |x|. In this case, det(gij) = 1 + O(|x|N ).

We will also define

Hij(x) =
∑

2≤|α|≤n−4

hijαxα,

where hij(x) = Hij(x) + O(|x|n−3). Then Hij(x) = Hji(x), Hij(x)xj =
0, and trHij(x) = 0. We will also use

H
(k)
ij (x) =

∑

|α|=k

hijαxα,

and
|H(k)|2 =

∑

|α|=k

|hijα|2.

Let us now proceed to define our approximate solutions. The goal
is to introduce z̃εi so that U + z̃εi gives a very good approximation,
optimal in some sense, of the rescaled solutions around a blow-up point.

Here εi = M
− pi−1

2
i . The pointwise estimates will be derived later.

First, we will need to solve

∆ψ + n(n + 2)U
4

n−2 ψ = qlU,

where ql is a homogeneous polynomial of degree l, such that∫

Sn−1
1

qldσ1 = 0,

∫

Sn−1
1

qlx
idσ1 = 0

for i = 1, . . . , n. We say that given polynomials p and q are orthogonal
if

∫
Sn−1

1
pqdσ1 = 0.

Define F (ql) = {linear combinations of |y|2j∆kql, 0 ≤ j ≤ k + 2}.
Note that deg(p) ≤ l + 4 if p ∈ F (ql).

Proposition 4.1. Let ql be a homogeneous polynomial of degree l,
orthogonal to 〈1, x1, . . . , xn〉. Suppose l < n − 4. Then there exists a
unique Γ ∈ F (ql) such that

(4.1) ∆ψ + n(n + 2)U
4

n−2 ψ = qlU in Rn,

where ψ = Γ(1 + |y|2)−n
2 .

Proof. If we write ψ = Γ(1+|y|2)−n
2 , then equation (4.1) is equivalent

to
T (Γ) = pl = (1 + |y|2)2ql,
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where T (Γ) = (1 + |y|2)∆Γ − 2ny · ∇Γ + 2nΓ. It is easy to check that
T : F (ql) → F (ql) and pl ∈ F (ql).

Hence we just need to show T is injective. We also note that since
∆[ l

2
]ql = 0, Γ(0) = 0 and ∇Γ(0) = 0 for every Γ ∈ F (ql).

Suppose T (Γ0) = 0, where Γ0 ∈ F (ql).
If ψ0 = Γ0(1 + |y|2)−n

2 , then

∆ψ0 + n(n + 2)U
4

n−2 ψ0 = 0,

and since deg(Γ0) ≤ l + 4 < n, we also have limy→∞ ψ0(y) = 0.
We will need the following lemma proved in [8]:

Lemma 4.2 ([8]). Suppose ψ is a solution to the equation

(4.2) ∆ψ + n(n + 2)U
4

n−2 ψ = 0 in Rn.

If lim|y|→∞ ψ(y) = 0, then there exist constants c0, c1, . . . , cn such that

ψ(y) = c0

(
n− 2

2
U + y · ∇U

)
+

n∑

j=1

cj
∂U

∂yj
.

The lemma implies Γ0 = 0, due to the conditions Γ0(0) = 0 and
∇Γ0(0) = 0. This finishes the proof of the proposition. q.e.d.

Given ε > 0, we define z̃ε to be the solution of

(4.3) ∆z̃ε + n(n + 2)U
4

n−2 z̃ε = c(n)
n−4∑

k=4

∂i∂jH̃
(k)
ij U,

given by Proposition 4.1, where

H̃ij(y) = Hij(εy).

Since we are using conformal normal coordinates, integration by parts
shows that ∫

|x|=1
∂i∂jHij = 0,

and ∫

|x|=1
xl∂i∂jHij = 0,

where 1 ≤ l ≤ n.
It follows from Proposition 4.1 that z̃ε(0) = 0, ∇z̃ε(0) = 0, and∫

Sr

z̃εdσr = 0,

∫

Sr

xlz̃εdσr = 0, 1 ≤ l ≤ n.

There is also a constant C > 0, independent of ε and Hij such that

(4.4) |∂β z̃ε|(y) ≤ C
n−4∑

|α|=4

∑

i,j

ε|α||hijα|(1 + |y|)|α|+2−n−|β|
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for |β| = 0, 1, 2.
Note that if uε(x) = ε

n−2
2 (ε2 + |x|2) 2−n

2 , and z̃ε(y) = ε
n−2

2 zε(εy), then
equation (4.3) is equivalent to

∆zε + n(n + 2)u
4

n−2
ε zε = c(n)

n−4∑

k=4

∂i∂jH
(k)
ij uε,

and the estimate (4.4) yields

(4.5) |∂βzε|(x) ≤ Cε
n−2

2

n−4∑

|α|=4

∑

i,j

|hijα|(ε + |x|)|α|+2−n−|β|

for |β| = 0, 1, 2.
In the rest of the paper, it will be important to have a good ap-

proximation of the scalar curvature in terms of hij in conformal normal
coordinates. This is the content of the following proposition:

Proposition 4.3. There exists a constant C > 0 such that
∣∣∣∣Rg − ∂i∂jhij + ∂j(Hij∂lHil)− 1

2
∂jHij∂lHil +

1
4
∂lHij∂lHij

∣∣∣∣(4.6)

≤ C
d∑

|α|=2

∑

i,j

|hijα|2|x|2|α| + C|x|n−3,

and

(4.7) |Rg − ∂i∂jhij | ≤ C
d∑

|α|=2

∑

i,j

|hijα|2|x|2|α|−2 + C|x|n−3

if |x| ≤ σ ≤ 1, where C depends only on n and |h|CN (Bσ(0)).

Proof. It follows from the expression of Rg in local coordinates. q.e.d.

5. Refined Blowup Analysis

In this section, we will establish sharp pointwise estimates for the
rescaled sequence of solutions when the blowup is isolated simple, gen-
eralizing to higher dimensions previous estimates of [19].

In what follows εi = M
− pi−1

2
i , vi(y) = M−1

i ui(M
− pi−1

2
i y), and Hij

comes from the Taylor expansion of the metric gij in conformal normal
coordinates around xi, as explained in the previous section. We will
also use z̃i = z̃εi , constructed as in Section 4.

First, we prove the following pointwise estimate:

Proposition 5.1. Suppose n ≥ 6. Let xi → x be an isolated sim-
ple blow-up point for a sequence {ui} of positive solutions to (2.1).
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Then, after passing to conformal normal coordinates, there exist con-
stants σ,C > 0 such that

(5.1) |vi − U − z̃εi |(y) ≤ C max
2≤k≤d−1

{ε2k
i |H(k)|2(xi), εn−3

i , δi}

for every |y| ≤ σε−1
i .

Proof. Set li = σM
pi−1

2
i = σε−1

i , and

Λi = max
|y|≤li

|vi − U − z̃i| = |vi − U − z̃i|(yi)

for a certain |yi| ≤ li.
We observe that if there exists a constant c > 0 such that |yi| ≥ cli

for every i, then the stronger inequality Λi ≤ cεn−2
i holds. This follows

from the estimates vi(y) ≤ cU(y) ≤ c|y|2−n and

|z̃i(y)| ≤ c
n−4∑

k=4

εk
i |y|k+2−n ≤ c|y|2−n

for |y| ≤ σε−1
i , since

Λi = |(vi − U − z̃i)(yi)| ≤ C|yi|2−n ≤ Cεn−2
i .

Hence, we can assume |yi| ≤ li
2 .

Define
wi(y) = Λ−1

i (vi − U − z̃i)(y).

Then wi satisfies
Lg̃iwi + biwi = Qi,

where

bi(y) = Kf̃−δi
i

vpi
i − (U + z̃i)pi

vi − U − z̃i
(y),

and

Qi(y) = Λ−1
i

{
c(n)ε2

i

(
Rgi −

n−6∑

l=2

(∂j∂kHjk)(l)
)

(εiy)U(y)(5.2)

+ (∆− Lg̃i)(z̃i) + O(|z̃i|2U
6−n
n−2 )

+ K((U + z̃i)
n+2
n−2 − f̃−δi

i (U + z̃i)pi)

+ M
−(1+N)

pi−1

2
i O(|y|N )|y|(1 + |y|2)−n

2

}
,

where f̃i(y) = fi(M
− pi−1

2
i y), (g̃i)kl(y) = (gi)kl(M

− pi−1

2
i y) and O(|y|N )

comes from the expansion of the volume element in conformal normal
coordinates and N is as big as we want.
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Since the blowup is isolated simple, from inequality vi ≤ cU , it is
easy to check that

(5.3) bi(y) ≤ c(1 + |y|)−4

for |y| ≤ li.
The Green’s representation formula gives

wi(y) =
∫

Bi

Gi,L(y, η)(bi(η)wi(η)−Qi(η))dη(5.4)

−
∫

∂Bi

∂Gi,L

∂ν
(y, η)wi(η)ds,

where Bi stands for Bli(0), and Gi,L is the Green function of Lg̃i in Bi

with respect to the Dirichlet boundary condition.
The proof of Proposition 5.1 is by contradiction.
If the proposition is false, we necessarily have

(5.5) Λ−1
i ε2k

i |H(k)|2(xi) → 0

for every 2 ≤ k ≤ d− 1, as i →∞, and

(5.6) Λ−1
i εn−3

i → 0, Λ−1
i δi → 0.

Let us proceed to estimate Qi.
First,

∣∣∣∣∣R−
n−6∑

l=2

(∂j∂kHjk)(l)
∣∣∣∣∣ (εy)(5.7)

≤ C
d−1∑

k=2

ε2k−2
i |H(k)|2(xi)|y|2k−2 + Cεn−5

i |y|n−5.

It follows that

ε2
i

∣∣∣∣∣R−
n−6∑

l=2

(∂j∂kHjk)(l)
∣∣∣∣∣ (εiy)U(y)

≤ C
d−1∑

k=2

ε2k
i |H(k)|2(1 + |y|)2k−n + Cεn−3

i (1 + |y|)−3

≤ C max
2≤k≤d−1

{ε2k
i |H(k)|2(xi)}(1 + |y|)2d−2−n + Cεn−3

i (1 + |y|)−3.
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Now

|(Lg̃i −∆y)(z̃i)| ≤ C

n−4∑

k=2

ε2k
i |H(k)|2(xi)(1 + |y|)2k−n

+ C

n−4∑

k=4

εn+k−3
i |H(k)|(xi)(1 + |y|)k−3

≤ C max
2≤k≤d−1

{ε2k
i |H(k)|2(xi)}(1 + |y|)2d−2−n

+ Cεn−3(1 + |y|)−3.

Finally, since

|z̃ε|2 ≤ C
n−4∑

k=4

ε2k|H(k)|2(1 + |y|)2k+4−2n,

we obtain

|z̃i|2U
6−n
n−2 ≤ C max

2≤k≤d−1
{ε2k

i |H(k)|2(xi)}(1+|y|)2d−2−n+Cεn−3
i (1+|y|)−5.

Therefore,

|Qi(y)| ≤ CΛ−1
i { max

2≤k≤d−1
{ε2k

i |H(k)|2(xi)}(1 + |y|)2d−2−n(5.8)

+ εn−3
i (1 + |y|)−3

+ M
−(1+N)

pi−1

2
i O(|y|N )|y|(1 + |y|2)−n

2

+ δi(| log(U + z̃i)|+ | log f̃i|)(1 + |y|)−n−2}.
Using the estimates (5.3) and (5.8), we get from the Green’s repre-

sentation formula (5.4) that wi is bounded in C2
loc, and

(5.9)

|wi(y)| ≤ C

(
(1 + |y|)−2 + Λ−1

i max
2≤k≤d−1

{ε2k
i |H(k)|2(xi), εn−3

i }
)

for |y| ≤ σ
2 ε−1

i . We are using that |wi(y)| ≤ CΛ−1
i εn−2

i when |y| = σ
2 ε−1

i ,
and also that |Gi,L(y, η)| ≤ C|y − η|2−n for |y| ≤ li

2 .
Then, by standard elliptic estimates, there exists a subsequence, also

denoted by wi, converging to w satisfying
{

∆w + n(n + 2)U
4

n−2 w = 0 in Rn,

|w(y)| ≤ C(1 + |y|)−2.

Hence, Lemma 4.2 implies that

w(y) = c0

(
n− 2

2
U + y · ∇U

)
+

n∑

j=1

cj
∂U

∂yj
.
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The conditions w(0) = ∂w
∂yj

(0) = 0 show that cj = 0 for every j, in other
words, w(y) ≡ 0. From here we conclude that |yi| → ∞ as i →∞.

This contradicts the estimate (5.9) and the limits (5.5) and (5.6) since
wi(yi) = 1, and this finishes the proof. q.e.d.

In the next proposition, we estimate δi. This result and the Proposi-
tion 5.1 give us an estimate on |vi − U − z̃i| independent of δi.

Proposition 5.2. Under the same hypotheses of Proposition 5.1,

δi ≤ C max
2≤k≤d−1

{ε2k
i |H(k)|2(xi), εn−3

i }.
Proof. The proof will be again by contradiction. If the result is not

true, then
δ−1
i ε2k

i |H(k)|2(xi) → 0
for every 2 ≤ k ≤ d− 1, and

δ−1
i εn−3

i → 0.

Hence Proposition 5.1 would imply that

|vi − U − z̃i|(y) ≤ Cδi.

Define
wi(y) = δ−1

i (vi − U − z̃i)(y),
so wi is uniformly bounded. The equation satisfied by wi is

Lg̃iwi + biwi = Q̃i(y),

where

bi(y) = Kf̃−δi
i

vpi
i − (U + z̃i)pi

vi − U − z̃i
(y),

and

Q̃i(y) = δ−1
i

{
c(n)ε2

i (Rgi −
n−6∑

l=2

(∂j∂kHjk)(l))(εiy)U(y)(5.10)

+ (∆− Lg̃i)(z̃i) + O(|z̃i|2U
6−n
n−2 )

+ K((U + z̃i)
n+2
n−2 − f̃−δi

i (U + z̃i)pi)

+ M
−(1+N)

pi−1

2
i O(|y|N )|y|(1 + |y|2)−n

2

}
.

We have, as in the previous proposition, that

|Q̃i(y)| ≤ Cδ−1
i

{
max

2≤k≤d−1
{ε2k

i |Hk|2(xi)}(1 + |y|)2d−2−n(5.11)

+ εn−3
i (1 + |y|)−3

+ M
−(1+N)

pi−1

2
i O(|y|N )|y|(1 + |y|2)−n

2

+ δi(| log(U + z̃i)|+ | log f̃i|)(1 + |y|)−n−2
}

.
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By linear elliptic theory, we can suppose wi → w in compact subsets.
If ψ(y) = n−2

2 U(y) + y · ∇U(y), then
∫

|y|≤ li
2

ψ(y)δ−1
i

(
max

2≤k≤d−1
{ε2k

i |H(k)|2(xi)}(1 + |y|)2d−2−n(5.12)

+ εn−3
i (1 + |y|)−3

+ M
−(1+N)

pi−1

2
i O(|y|N )|y|(1 + |y|2)−n

2

)
→ 0,

since d = [n−2
2 ]. Note that when i →∞, we have:

δ−1
i K((U + z̃i)

n+2
n−2 − f̃−δi

i (U + z̃i)pi) → K(log U(y) + log f(x))U
n+2
n−2

pointwise. Since ∫

Rn

ψ(y)U
n+2
n−2 (y)dy = 0,

we can conclude

lim
i→∞

∫

|y|≤ li
2

ψ(y)Q̃i(y)dy = n(n− 2)
∫

Rn

ψ(y)(log U(y))U
n+2
n−2 (y)dy.

On the other hand, integration by parts shows that
∫

|y|≤ li
2

ψ(y)Q̃i(y)dy

=
∫

|y|≤ li
2

ψ(y)(Lg̃iwi + biwi)dy

=
∫

|y|≤ li
2

(Lg̃iψ(y) + biψ)widy +
∫

|y|= li
2

(ψ
∂wi

∂r
− wi

∂ψ

∂r
)dσ.

The integral on the boundary goes to zero when i →∞ because
{
|ψ| = O(r2−n), |∇ψ| = O(r1−n)
|wi( li

2 )| ≤ cδ−1
i εn−2

i , |∇wi( li
2 )| ≤ cδ−1

i εn−2
i l−1

i .

Taking the limit when i →∞, we would have

lim
i→∞

∫

|y|≤ li
2

ψ(y)Q̃i(y)dy =
∫

Rn

(∆ψ(y) + n(n + 2)U
4

n−2 ψ)wdy = 0

because ∆ψ(y) + n(n + 2)U
4

n−2 ψ = 0, and since the limit should be
independent of σ small.

This is a contradiction because a change of variables shows that

n(n− 2)
∫

Rn

ψ(y)(log U(y))U
n+2
n−2 (y)dy > 0.

That finishes the proof of the proposition. q.e.d.
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The Propositions 5.1 and 5.2 imply

(5.13) |vi − U − z̃i|(y) ≤ C max
2≤k≤d−1

{ε2k
i |H(k)|2(xi), εn−3

i }

for |y| ≤ σε−1
i .

In the next result, we will apply the Green’s representation formula
again to get further decay.

Proposition 5.3. Suppose that n ≥ 6. Let xi → x be an isolated
simple blow-up point for a sequence {ui} of positive solutions to (2.1).
Then, after passing to conformal normal coordinates, there exist con-
stants σ,C > 0 such that

|∇m(vi − U − z̃i)|(y) ≤ C
d−1∑

k=2

ε2k
i |H(k)|2(xi)(1 + |y|)2k+2−n−m(5.14)

+ Cεn−3
i (1 + |y|)−1−m

for every |y| ≤ σε−1
i , 0 ≤ m ≤ 2.

Proof. Define

Ti = max
2≤k≤d−1

{ε2k
i |H(k)|2(xi), εn−3

i },

and
wi(y) = (vi − U − z̃i)(y)

for |y| ≤ δε−1
i . Then our previous proposition implies wi is uniformly

bounded. As before, the equation satisfied is Lg̃iwi + biwi = Q̃i(y),
where

|bi|(y) ≤ c(1 + |y|)−4,

and one can check

|Q̃i(y)| ≤ C

{ d−1∑

k=2

ε2k
i |H(k)|2(xi)(1 + |y|)2k−n(5.15)

+ εn−3
i (1 + |y|)−3

+ M
−(1+N)

pi−1

2
i O(|y|N )|y|(1 + |y|2)−n

2

+ δi(| log(U + z̃i)|+ | log f̃i|)(1 + |y|)−n−2

}
.

Since |Gi,L(y, η)| ≤ C|y − η|2−n for |y| ≤ li
2 , the Green’s representation

formula
(5.16)

wi(y) =
∫

Bi

Gi,L(y, η)(bi(η)wi(η)− Q̃i(η))dη −
∫

∂Bi

∂Gi,L

∂ν
(y, η)wi(η)ds
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implies

|wi(y)| ≤ c

{ d−1∑

k=2

ε2k
i |H(k)|2(xi)(1 + |y|)2k+2−n + Ti(1 + |y|)−2(5.17)

+ εn−3
i (1 + |y|)−1

}
.

Now we plug the estimate (5.17) in the representation formula (5.16)
repeatedly until we reach

|wi(y)| ≤ C
d−1∑

k=2

ε2k
i |H(k)|2(xi)(1 + |y|)2k+2−n + Cεn−3

i (1 + |y|)−1.

The derivative estimates follow from elliptic theory, finishing the proof.
q.e.d.

Remark. The estimate (5.14) is equivalent, in the x-coordinates, to
(5.18)

|ui−Uε−zε|(x) ≤ Cε
n−2

2

d−1∑

k=2

|H(k)|2(xi)(ε+|x|)2k+2−n+Cε
n−2

2 (ε+|x|)−1

for every |x| ≤ σ.

6. Weyl Vanishing Theorem

In this section, we prove the Weyl Vanishing Theorem at an isolated
simple blow-up point if n ≤ 24.

In what follows θk = 1 if k = n−2
2 , and θk = 0 otherwise.

Theorem 6.1. Suppose that 6 ≤ n ≤ 24. Let xi → x be an isolated
simple blow-up point for a sequence {ui} of positive solutions to (2.1).
Then

(6.1) |∇l
gWg|2(xi) ≤ Cεn−6−2l

i | log εi|−θl+2

for every 0 ≤ l ≤ [n−6
2 ]. In particular,

(6.2) |∇l
gWg|2(x) = 0

for 0 ≤ l ≤ [n−6
2 ].

Proof. If we define

P (r, ui) =
∫

|x|=r

(
n− 2

2
ui

∂ui

∂r
− r

2
|∇ui|2 + r

∣∣∣∣
∂ui

∂r

∣∣∣∣
2

+
1

pi + 1
Kf−δi

i rupi+1
i

)
dσr,
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then the Pohozaev identity of Lemma 3.1 implies

P (r, ui) = −
∫

|x|≤r

(
xm∂mui +

n− 2
2

ui

)
(∆g −∆δ)(ui)dx

− c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
u2

i dx + c(n)
r

2

∫

|x|=r
Ru2

i dσr

+
(

n

pi + 1
− n− 2

2

)∫

|x|≤r
Kf−δi

i upi+1
i dx

− δi

pi + 1

∫

|x|≤r
Kf−δi−1

i (xm∂mfi)u
pi+1
i dx.

Also observe that if we choose r sufficiently small, independently of
i,

(6.3)
(

n

pi + 1
− n− 2

2

)∫

|x|≤r
Kupi+1

i dx

− δi

pi + 1

∫

|x|≤r
Kf−δi−1

i (xm∂mfi)u
pi+1
i dx ≥ 0.

Hence, for small r > 0

P (r, ui) ≥ −
∫

|x|≤r

(
xm∂mui +

n− 2
2

ui

)
(∆g −∆δ)(ui)dx

(6.4)

− c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
u2

i dx + c(n)
r

2

∫

|x|=r
Ru2

i dσr.

Since Miui → h away from xi, we have Ai(r) ≤ Cεn−2
i , where

Ai(r) = −c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
u2

i dx

−
∫

|x|≤r

(
xm∂mui +

n− 2
2

ui

)
((gkl − δkl)∂klui + ∂kg

kl∂lui)dx.

Define

Âi(r) = −c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
φ2

εdx

−
∫

|x|≤r

(
xm∂mφε +

n− 2
2

φε

)
((gkl − δkl)∂klφε + ∂kg

kl∂lφε)dx,

where φε = uε + zε.
The pointwise estimate of Proposition 5.3 implies

|ui − φεi | ≤ C
d−1∑

k=2

ε
n−2

2
i |H(k)|2(xi)(εi + |x|)2k+2−n + Cε

n−2
2

i (εi + |x|)−1,
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which together with the corresponding estimates on the derivatives im-
ply

|Ai(r)− Âi(r)| ≤ C

d−1∑

k=2

ε2k+2
i |H(k)|2(xi) + Crεn−2

i .

Hence,

Âi(r) ≤ C

d−1∑

k=2

ε2k+2
i |H(k)|2(xi) + Cεn−2

i .

Now we will estimate the second integral in the definition of Âi(r).
First, since uε and xm∂muε + n−2

2 uε are rotationally symmetric,
∫

|x|≤r

(
xm∂mφε +

n− 2
2

φε

)
((gkl − δkl)∂klφε + ∂kg

kl∂lφε)

=
∫

|x|≤r

(
xm∂mφε +

n− 2
2

φε

)
(∆g −∆)(φε)

=
∫

|x|≤r

(
xm∂mφε +

n− 2
2

φε

)
(∆g −∆)(zε)

=
∫

|x|≤r
zε(∆g −∆)

(
xm∂mφε +

n− 2
2

φε

)

=
∫

|x|≤r

(
xm∂mzε +

n− 2
2

zε

)
(∆g −∆)(zε).

Here we are using that the metric Laplacian and the Euclidean Laplacian
coincide, in conformal normal coordinates, when applied to rotationally
symmetric functions.

But
∣∣∣∣∣
∫

|x|≤r

(
xm∂mzε +

n− 2
2

zε

)
(∆g −∆)(zε)

∣∣∣∣∣(6.5)

≤ C

[n−2
3

]∑

|α|=2

∑

i,j

ε3|α||hijα|3| log ε|+ Crεn−2.

Similarly,
∣∣∣∣∣
∫

|x|≤r

(
1
2
xk∂kR + R

)
z2
εdx

∣∣∣∣∣(6.6)

≤ C

[n−2
3

]∑

|α|=2

∑

i,j

ε3|α||hijα|3| log ε|γ1 + Crεn−2.
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Therefore,

− c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
(u2

ε + 2uεzε)dx

≤ C
d∑

k=2

ε2k+1
i |H(k)|2(xi) + Cεn−2

i .

Now the key estimate in the Appendix, Proposition A.4, implies that
if n ≤ 24,

d∑

|α|=2

∑

i,j

|hijα|2ε2|α|| log ε|θ ≤ Cεn−2
i .

This finishes the proof. q.e.d.

As a corollary, we can improve the pointwise estimates of Proposition
5.3, if n ≤ 24.

Corollary 6.2. Suppose that 6 ≤ n ≤ 24. Let xi → x be an iso-
lated simple blow-up point for a sequence {ui} of positive solutions to
(2.1). Then, after passing to conformal normal coordinates, there exist
constants σ,C > 0 such that

|∇m(vi − U − z̃i)|(y) ≤ Cεn−3
i (1 + |y|)−1−m(6.7)

for every |y| ≤ σε−1
i , 0 ≤ m ≤ 2.

7. Local Sign Restriction

The next result concerns the local asymptotic analysis at a blowup
point if n ≤ 24. It will be used together with the Positive Mass Theo-
rem to exclude the possibility of blowup phenomenon on manifolds not
conformally diffeomorphic to the sphere.

Define

(7.1) P ′(r, v) =
∫

|x|=r

(
n− 2

2
v
∂v

∂ν
− r

2
|∇v|2 + r

∣∣∣∣
∂v

∂ν

∣∣∣∣
2
)

dσ(r).

Theorem 7.1. Suppose that n ≤ 24. Let xi → x be an isolated
simple blow-up point for a sequence {ui} of positive solutions to (2.1).
If ui(xi)ui → h away from the origin, then

lim inf
r→0

P ′(r, h) ≥ 0.
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Proof. That is another application of the Pohozaev identity and the
pointwise estimates. Recall inequality (6.4) for small r > 0:

P (r, ui) ≥ −
∫

|x|≤r

(
xm∂mui +

n− 2
2

ui

)
(∆g −∆δ)(ui)dx

− c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
u2

i dx + c(n)
r

2

∫

|x|=r
Ru2

i dσr.

Note that

M2
i P (r, ui) → P ′(r, h),

as i →∞.
The pointwise estimates established in Corollary 6.2 imply

ε2−n
i |Ai(r)− Âi(r)| ≤ Cr,

where Ai and Âi were defined in the previous section.
Now

rM2
i lim

i→∞

∫

|x|=r
Ru2

i dσr = r

∫

|x|=r
Rh2dσr.

The Weyl Vanishing Theorem (Theorem 6.1) implies Hij = O(|x|d+1)
at the blowup point x, so ∂i∂jHij = O(rd−1).

Therefore, Rg = ∂i∂jhij + O(|x|n−3).
Also, letting ε → 0 in the pointwise estimates given by Corollary 6.2,

h = |x|2−n + t(x) + O(|x|−1),

where

t(x) = lim
ε→0

εn−2z̃ε(ε−1x) = O




n−4∑

|α|=4

|hijα||x||α|+2−n


 .

The Weyl Vanishing Theorem implies t(x) = O(|x|d+3−n). This can
also be seen through the expansion of the Green’s function of the con-
formal Laplacian.

Hence,

rh2R = r(r2−n + t + O(r−1))2(∂i∂jhij + O(rn−3))

= r(r2−n + t)2(∂i∂jhij) + O(r2−n)

= (∂i∂jhij)r5−2n + O(r2−n).

Therefore,

lim inf
r→0

∫

|x|=r
rRh2dσr = 0.
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By applying the Theorem 6.1 to the estimates (6.5) and (6.6), we get
∣∣∣∣−

∫

|x|≤r

(
xm∂mφε +

n− 2
2

φε

)
((gkl − δkl)∂klφε + ∂kg

kl∂lφε)

− c(n)
∫

|x|≤r

(
1
2
xk∂kR + R

)
z2
εdx

∣∣∣∣ ≤ Crεn−2

for ε ≤ r.
The key estimate in the Appendix then implies, for n ≤ 24,

lim inf
r→0

P ′(r, h) ≥ 0.(7.2)

q.e.d.

8. Blowup Set

We will show that the set of blowup points is finite and consists only
of isolated simple blow-up points. This is going to be an application of
the local sign restriction of Theorem 7.1.

First, we recall a well-known result:

Proposition 8.1. Given small δ > 0 and large R > 0, there exists a
constant C = C(δ,R) > 0 such that if u is a positive solution of (2.1)
with maxM u > C, then there exists {x1, . . . , xN} ⊂ M , N = N(u) ≥ 1,
where n+2

n−2 − p < δ and each xi is a local maximum of u such that:

1) {Bri(xi)}N
i=1 is a disjoint collection if ri = Ru(xi)−

p−1
2 ;

2) if x = (x1, . . . , xn) is a normal coordinate system centered at xi,
then

|u(xi)−1u(u(xi)−
p−1
2 y)− U(y)|C2(BR(0)) < δ

where y = u(xi)
p−1
2 x;

3) u(x) ≤ Cdg(x, {x1, . . . , xN})−
2

p−1 for all x ∈ M , and

dg(xi, xj)
2

p−1 u(xj) ≥ C−1

for i 6= j.

Let us start by proving that the local maxima xi = xi(u) obtained
in Proposition 8.1 cannot accumulate. That is, we will show that there
exist constants Ci(δ,R) > 0, i = 1, 2, such that for all u > 0 solving
(2.1) with maxM u ≥ C1, we must have

dg(xi(u), xj(u)) ≥ C2.

In order to accomplish this, we will first prove that every isolated
blow-up point must, in fact, be isolated simple.

Lemma 8.2. Let xi → x be an isolated blow-up point for the sequence
{ui} of positive solutions to (2.1). Then x is an isolated simple blow-up
point for {ui}.
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Proof. We proceed by contradiction, so assume that x is not an
isolated simple blow-up point. Then there exist at least two criti-
cal points of r

2
pi−1 ui(r) in the interval (0, τ i) for some τ i → 0. By

Proposition 2.4, there can be at most one critical point in the interval
0 < r < ri := Riui(xi)−

pi−1

2 . Therefore, if τi is the second critical point
then τi ≥ ri and τi → 0.

Let x = (x1, . . . , xn) be normal coordinates centered at xi, and rescale
ui(x) by

vi(y) = τ
2

pi−1

i ui(τiy), |y| < τ−1
i ,

where x = τiy. Then vi(y) satisfies

Lhvi(y) + Kf−δi
i (τiy)vpi

i (y) = 0

where hαβ(y) = gαβ(τiy). Furthermore, we have that |y|
2

pi−1 vi(y) ≤ C

for |y| < τ−1
i , limi→∞ vi(0) = ∞, r

2
pi−1 vi(r) has exactly one critical

point on 0 < r < 1, and

(8.1)
d

dr
(r

2
pi−1 vi(r))|r=1 = 0.

It follows that the origin is an isolated simple blow-up point for {vi}.
As in the proof of Corollary 2.6 after passing to a subsequence, we have

vi(0)vi(y) → h(y) := a|y|2−n + b(y) in C2
loc(Rn − {0})

where b(y) is harmonic on Rn. Since h(y) is positive lim inf |y|→∞ b(y) ≥
0, so that the maximum principle guarantees that b(y) ≥ 0. By Liou-
ville’s theorem, b(y) = b is constant. Moreover, using equality (8.1),

d

dr
(r

2
pi−1 h(r))|r=1 = 0,

which shows that b = a > 0. But this contradicts the local sign restric-
tion of Theorem 7.1. q.e.d.

Having shown that isolated blow-up points are in fact isolated simple
blow-up points, we can now rule out bubble accumulation.

Proposition 8.3. Let δ, R, u, C(δ,R), and {x1 . . . , xN} be as in
Proposition 8.1. If δ is sufficiently small and R is sufficiently large,
then there exists a constant C(δ,R) > 0 such that if maxM u ≥ C then
dg(xj , xl) ≥ C for all 1 ≤ j 6= l ≤ N .

Proof. We proceed by contradiction. Suppose that such a constant
C does not exist, then there exist sequences pi → p ∈ (1, n+2

n−2 ] and {ui}
with maxM ui ≥ C and

lim
i→∞

min
j 6=l

dg(xj(ui), xl(ui)) = 0.
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We can assume without loss of generality that

σi = dg(x1(ui), x2(ui)) = min
j 6=l

dg(xj(ui), xl(ui)) → 0.

Then by item (3) of Proposition 8.1, we have ui(x1), ui(x2) →∞.
We now rescale by

vi(y) = σ
2

pi−1

i ui(expx1
(σiy)), |y| < σ−1

i .

Then vi(y) satisfies

Lhvi(y) + Kf−δi
i (σiy)vpi

i (y) = 0

where hαβ(y) = gαβ(σiy). If xj(ui) ∈ B√σi
(x1) and we set yj =

σ−1
i xj(ui), then each yj is a local maximum of vi(y) and by item (3) of

Proposition 8.1,

|y − yj |
2

pi−1 vi(y) ≤ C, |y| < σ−1
i .

Furthermore, y1 = 0, |y2| = 1, and minj 6=l |yj − yl| ≥ 1 + o(1), so in
particular, y2(ui) → y2 with |y2| = 1. It follows that {0, y2} are isolated
blow-up points for vi(y) as long as

(8.2) vi(0), vi(y2) →∞.

We now show (8.2). If vi(y2) stays bounded but vi(0) → ∞, then
{0} is an isolated and hence isolated simple blow-up point, while vi(y)
remains uniformly bounded near y2. Then by Proposition 2.5 vi(y2) →
0, but this cannot happen since σi ≥ max{Rui(x1)−

pi−1

2 , Rui(x2)−
pi−1

2 }
(here we use Proposition 8.1, item (1)), which implies that

(8.3) vi(0), vi(y2) ≥ R.

On the other hand, if both vi(0) and vi(y2) remain bounded, then ar-
guments similar to those of Proposition 2.4 show that vi → v > 0 in
C2

loc(Rn) where v(y) satisfies

∆v + Kv
n+2
n−2 = 0, ∇v(0) = ∇v(y2) = 0.

The results of Caffarelli, Gidas, and Spruck ([7]) then yield that v ≡ 0,
which contradicts (8.3).

Now that (8.2) is established, we have that {0, y2} are isolated simple
blow-up points for {vi}. Then according to Corollary 2.6

vi(0)vi(y) → G(y) := a1|y|2−n +a2|y−y2|2−n + b(y) in C2
loc(Rn−S),

where S denotes the set of blow-up points for {vi}, b(y) is a harmonic
function on Rn − (S − {0, y2}), and a1, a2 > 0. By the maximum
principle b(y) ≥ 0, so that

G(y) = a1|y|2−n + b + O(|y|) for |y| near 0,

for some constant b > 0. This, however, contradicts the sign condition
of Theorem 7.1.
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It is now clear from the above proposition that for any given sequence
{ui}, the integer N = N(ui) of Proposition 8.1 must remain uniformly
bounded, otherwise there cannot exist a constant C(δ,R) > 0 such that
dg(xj , xl) ≥ C. We now have the stated goal of this section,

Corollary 8.4. Let {ui} be a sequence of positive solutions of (2.1)
on M with maxM ui → ∞. Then pi → n+2

n−2 , and the set of blow-up
points is finite and consists only of isolated simple blow-up points.

q.e.d.

9. The Compactness Result

The purpose of this section is to complete the proof of Theorems 1.1
and 1.2.

Proof of Theorem 1.2. Having shown that every blow-up point is iso-
lated simple, Theorem 1.2 follows from Theorem 6.1. q.e.d.

In order to prove Theorem 1.1 we need the Positive Mass Theorem,
which requires the introduction of asymptotically flat manifolds. A
Riemannian n-manifold (M, ĝ) is called an asymptotically flat manifold
of order τ if M = M0 ∪ M∞, where M0 is compact, and M∞ is
diffeomorphic to Rn − BR (R > 0) and the diffeomorphism provides a
coordinate system y = (y1, . . . , yn) on M∞ such that

ĝij = δij + O(|y|−τ ), ∂yk ĝij = O(|y|−τ−1), ∂ykym ĝij = O(|y|−τ−2).

Such a coordinate system is called an asymptotic coordinate system. If
τ > n−2

2 , we can define the mass of (M, ĝ) by the following limit:

(9.1) m(g) = lim
R→∞

∫

SR

(∂iĝij − ∂j ĝii)νj ,

where ν is the Euclidean outward normal to SR. The following is a
generalization of the Positive Mass Theorem of Schoen and Yau ([31])
to arbitrary dimensions.

Theorem 9.1 ([18]). Let (M, ĝ) be an n-dimensional asymptotically
flat manifold of order τ > (n−2)

2 . Assume that the scalar curvature
R ≥ 0, and R ∈ L1(M, ĝ). Then m(ĝ) ≥ 0, and m(ĝ) = 0 if and only
if (M, ĝ) is isometric to Euclidean space Rn.

Proof of Theorem 1.1. Standard elliptic estimates and the Harnack in-
equality show that it suffices to estimate |u|C0(M) from above. We pro-
ceed by contradiction, and assume that ∪1+ε≤p≤n+2

n−2
Φp is not bounded

in C0(M). Then there exists a sequence ui ∈ Φpi , 1 + ε ≤ pi ≤ n+2
n−2 ,

with
max

M
ui →∞ as i →∞.
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By Corollary 8.4, we must have pi → n+2
n−2 , and there exist a finite

number N > 0 of isolated simple blowup points

x
(1)
i → x(1), . . . , x

(N)
i → x(N).

We can assume without loss of generality that

ui(x
(1)
i ) = min{ui(x

(1)
i ), . . . , ui(x

(N)
i )}

for all i. Then set wi = ui(x
(1)
i )ui. Following the proof of Corollary 2.6

and using the Harnack inequality away from the blowup points, we have

wi → G :=
N∑

j=1

ajGx(j) + b in C2
loc(M − {x(1), . . . , x(N)}),

where aj are nonnegative constants, a1 > 0, Gx(j) is the Green’s function
for the conformal Laplacian with singularity at x(j), and b ∈ C2(M).
Note that since the first eigenvalue of minus the conformal Laplacian is
positive, the fact that LgG = 0 implies b ≡ 0.

Let ĝ = G
4

n−2

x(1) g. We can assume that g is the metric conformally re-
lated to the given metric in Theorem 1.1, which produces conformal nor-
mal coordinates at x(1); this follows from the fact that if g0 is the given
metric and g = φ

4
n−2 g0 is the conformal normal metric, then φ−1Gx(1)

is the Green’s function for g, where Gx(1) is the Green’s function for
g0. Then (M − {x(1)}, ĝ) has scalar curvature Rĝ ≡ 0. Furthermore, a
calculation shows that (M − {x(1)}, ĝ) is asymptotically flat.

Indeed, it is well-known (see [13], [33]) that in a conformal normal
coordinate system at x(1) ∈ M , the Green’s function has the following
asymptotic expansion:

G(x, x(1)) = |x|2−n(1 + χ1(x) + · · ·+ χn(x)) + c log |x|+ χn+1(x),

where χk is a homogeneous polynomial of degree k, χn+1 = O(1), χ1 =
χ2 = χ3 ≡ 0, and the log term only appears in even dimensions.

Since Theorem 6.1 implies hijα(x(1)) = 0 for every 1 ≤ i, j ≤ n and
2 ≤ |α| ≤ d, it is not difficult to see (see proof in [33]) that

(9.2) G(x, x(1)) = |x|2−n

(
1 +

n−2∑

k=d+1

χk(x)

)
+ A + O(|x| log |x|),

where

(9.3)
∫

Sn−1
1

χk = 0,

∫

Sn−1
1

xiχk = 0

for every k ≤ n − 2, 1 ≤ i ≤ n. This follows from the fact that in this
case

Rg = ∂i∂jhij + O(|x|n−3),
and

∫
Sn−1

1
∂i∂jhij = 0.
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If we introduce the asymptotic coordinates y = |x|−2x, then the ex-
pansion (9.2) and the fact that gij = δij+hij+O(|x|n−1), hij = O(|x|d+1)
will imply

ĝij(y) = δij + O(|y|−(d+1))

for large |y|. More precisely, we can derive

ĝij(y) = G
4

n−2 |y|−4(δij +hij−2yiyk|y|−2hkj−2yjyl|y|−2hil +O(|y|1−n)),

where hij(y) = hij(|y|−2y). Recall gij = exp(hij).
Since d = [n−2

2 ], the Positive Mass Theorem (Theorem 9.1) can be
applied, and therefore, m(ĝ) > 0. Note that if m(ĝ) = 0, then (M −
{x(1)}, ĝ) is isometric to Rn, but Rn is conformal to Sn−{a point} which
would then imply that (M, g) is conformal to Sn.

We now observe that the terms involving χk or h do not contribute
to the mass. Here we are using conformal normal coordinates and the
equalities (9.3). A calculation then shows that the limit in (9.1) is a
positive multiple of the coefficient A. Therefore, A > 0.

This contradicts the local sign restriction of Theorem 7.1, and we
have finished the proof. q.e.d.

10. Nondegenerate Conformal Classes and Existence

Throughout this section, we will always assume n ≤ 24.
In this section, we introduce a Ck,α topology on the set of conformal

classes of metrics on a compact manifold Mn where k is a positive inte-
ger and α ∈ (0, 1). We then show that for k sufficiently large (depending
only on n), there is an open dense subset of the Yamabe-positive confor-
mal classes in which there is a finite number of nondegenerate solutions
of the equation R = n(n − 1). We then discuss the general existence
theory (as outlined in the introduction) for these nondegenerate classes
which includes Morse inequalities as well as a degree count.

We first fix a Ck,α norm on the open cone M of Riemannian metrics
on M . This can be done by choosing a fixed background metric and
measuring general metrics with respect to it. This norm then induces
the same topology regardless of which smooth background metric is
chosen. We denote by C the set of conformal classes of Ck,α metrics.
If we fix a smooth volume form ω on M , we may identify C with the
submanifold of M having volume form ω. We may then define a Ck,α

Banach manifold topology on C by taking the induced topology from
M. It is easy to see that the topology induced on C does not depend
on the smooth volume form ω which was chosen. The topology induced
on C in this way will be referred to as the Ck,α topology.

We denote by C+ the (possibly empty) subset of C consisting of
Yamabe-positive conformal classes. Note that if k ≥ 2, C+ is an open
subset of C.
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We will need the following compactness result which follows directly
from the results of this paper:

Lemma 10.1. Let K be a compact subset of C+ which does not con-
tain a metric conformally diffeomorphic to a metric in the standard
conformal class on Sn. If k is sufficiently large depending only on n,
then the set of unit volume, constant scalar curvature metrics having
conformal classes in K is a compact subset of M.

We now discuss nondegeneracy for constant scalar curvature metrics.
Recall that we may either normalize the volume or the value of the scalar
curvature to choose a unique representative of the solutions which are
multiples of a given one. When we derived our estimate, we normalized
volume but for the following discussion, we prefer to normalize the value
of the scalar curvature to be the same as that of the standard unit n-
sphere; that is, we consider solutions of the equation R = n(n − 1). It
is easy to compute the linearization of this equation when the metric
is varied within its conformal class; that is, if we consider a family of
metrics gt = (1 + tη)4/(n−2)g where η is a smooth function on M , and
we compute the first t derivative of the equation R(gt) = n(n−1). This
linearized equation is

(10.1) ∆η + nη = 0

where ∆ is the Laplace operator of the metric g. We say that a solution
is nondegenerate if there is no nonzero solution of this equation; that
is, if n is not an eigenvalue of ∆. It is easy to see that this condition
is equivalent to the statement that the volume one rescaling of g is a
nondegenerate critical point of the scalar curvature functional on its
conformal class. We will say that a conformal class of metrics [g] is
nondegenerate if each metric in the class with constant scalar curvature
n(n − 1) is nondegenerate. Since nondegenerate solutions are isolated
within their conformal classes, it follows from Lemma 10.1 that there is
only a finite number of solutions in any nondegenerate conformal class
of metrics.

The Morse index I(g) of a solution is defined to be the number
(counted with multiplicity) of nonzero eigenvalues λ of ∆ which are less
than n. This agrees with the ordinary Morse index of the total scalar
curvature functional at the unit volume rescaling of g on its conformal
class.

We now consider the scalar curvature map R from M to the Ck−2,α

functions on M , and we let M1 denote the subset of M consisting of
metrics with scalar curvature equal to n(n − 1). Thus M1 is a closed
subset of M. A metric g ∈M1 is a regular point of R if the differential
of R at g is a surjective linear map from Ck,α symmetric (0, 2) tensors on
M to Ck−2,α functions on M . It then follows from the inverse function
theorem (see [10]) that the set of regular points of R is a smooth Banach
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submanifold ofM which we denoteM′
1. In particular,M′

1 is a relatively
open subset of M1. We let M′′

1 denote the complement of M′
1 in M1;

that is, M′′
1 = M1 \ M′

1. Thus we see that M′′
1 is a closed subset of

M1. A direct calculation (see [2], p. 128) shows that a metric g is in
M′′

1 if and only if there is a nonzero function f such that

(10.2) f;ij − fRij −∆f gij = 0.

(Note that the function f is an element of the cokernel of the linearized
operator of R.) Taking the trace of equation (10.2), we see that the
function f is a solution of (10.1), and hence g is necessarily a degenerate
solution of R = n(n− 1).

We now consider the map T from M1 to C which assigns to a metric
g its conformal class [g]. The next result shows that the set M′′

1 is
negligible for our purposes.

Lemma 10.2. The set T (M′′
1) is a closed nowhere dense subset of

C.
Proof. The fact that T (M′′

1) is a closed set follows directly from
Lemma 10.1 since a convergent sequence of points of C is a compact
set, and suitably normalized solutions of (10.2) will converge to solu-
tions of (10.2) for the limiting metric.

To prove that T (M′′
1) is nowhere dense, we use the well-known fact

(see for example [20]) that the equation (10.2) can be rewritten as a
system for the pair (g, f) as follows

fRij − f;ij − ngij = 0, ∆f + nf = 0,

and moreover, this system is elliptic on the region where f is nonzero. It
follows that if we have a sequence of solutions (gi, fi) converging in Ck,α

norm with fi normalized to have L2 norm one, then on any ball in which
the limit f is strictly nonzero, we will have (possibly after a change of
coordinates) the convergence of any number of derivatives of (gi, fi).
Thus, to show that T (M′′

1) is nowhere dense, it suffices to show that for
any solution g of (10.2), we can find a sequence of conformal classes ci

converging to [g] in C such that there are no choices of gi ∈ ci such that
gi converges to g in Ck+1 norm relative to any coordinate choice on a
ball of fixed radius (with respect to g) in M . To find such a sequence, we
observe that (for n ≥ 4) it is possible to modify a metric near a point by
an arbitrarily small amount in Ck,α while keeping the maximum value of
the (k−1)-st derivative of the Weyl tensor large (strictly larger than the
corresponding quantity for g′ for all g′ ∈ [g] which are singular points
of R). By doing such a deformation in small disjoint balls in (M, g),
we can construct a sequence of metrics gi converging to g in Ck,α norm
with the property that in all balls of a fixed chosen radius the Weyl
tensor W (gi) does not converge to W (g) in the Ck−1 norm. Setting
ci = [gi], we claim that for i sufficiently large we must have ci /∈ T (M′′

1).
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This follows because, as described above, if there were a subsequence
of ci ∈ T (M′′

1), we could then choose a sequence of metrics g′i ∈ ci

with g′i a singular point of R converging to a singular point g′ ∈ [g]. It
would then follow that for a ball contained away from the zero set of the
limiting function, we would have convergence of all derivatives of g′i to
those of g′. In particular, the Weyl tensors would converge along with
all derivatives. This contradicts the choice of gi in light of the conformal
invariance of the Weyl tensor. An analogous argument can be made for
n = 3 using the three dimensional conformal tensor. This completes the
proof that T (M′′

1) is nowhere dense in C. q.e.d.

The map T is a Fredholm map of index 0 whose linearization is an
isomorphism if and only if g is a nondegenerate solution of R = n(n −
1). A conformal class is a reguar value of T if and only if the class
is nondegenerate. It follows from Lemma 10.1 that the map T is a
proper map, and in particular, that any regular value corresponds to a
conformal class containing a finite number of nondegenerate solutions
of R = n(n− 1). It also implies that the set of regular values of T is an
open subset of C. The Sard-Smale Theorem implies that the restriction
of T to the Banach manifold M′

1 has a dense set of regular values.
Combining these remarks with Lemma 10.2, we obtain the following
theorem:

Theorem 10.3. There is an open dense subset of conformal classes
in the natural Ck,α topology (for k large enough depending only on n)
which are nondegenerate in the sense that each such conformal class
contains a finite number of nondegenerate solutions of the equation R =
n(n− 1).

We now discuss the existence theory outlined in the introduction
in more detail. It is known (see [22], p. 279) that the subcritical
regularization of the Yamabe variational problem satisfies the Palais-
Smale condition (on the manifold of nonnegative functions). If we are
in a nondegenerate conformal class, then for p < (n + 2)/(n − 2), but
near (n+2)/(n−2), all critical points must also be nondegenerate with
the same Morse indices since they converge to Yamabe solutions in a
C2 topology. Since by the work of this paper all solutions converge, it
is enough to prove the Morse inequalities, Theorem 1.3, and Theorem
1.4 for the subcritical (but nearly critical) case since these results refer
only to the Morse indices of the solutions. These results follow from the
Morse theory of Palais and Smale (see [24], p. 198).

Appendix A. Pohozaev’s Quadratic Form

In what follows Hij , where 1 ≤ i, j ≤ n, will denote a matrix whose
entries are polynomials in n variables. We will use repeated indices to
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denote summations. Given Hij and Wij matrices of polynomials, we
define

(Hij ,Wij) =
∫

|x|=1
HijWijdσ.

We say that Hij ∈ Vk, where k is a nonnegative integer, if each
polynomial entry is homogeneous of degree k, and the following holds:

1) Hij = Hji;
2) Hii = 0;
3) xiHij = 0.
Note that

xi∂jHij = ∂j(xiHij)− δijHij = 0.

We also define V≤k =
⊕k

j=2 Vj . Given Hij ∈ V≤k, we denote by H
(l)
ij

its component of degree l.
Let (δH)i = ∂jHij and δ2h = ∂i∂jHij . We will refer to δH and δ2H

as divergence and double divergence of Hij , respectively.
Given Hij ∈ Vk, integration by parts shows that

(A.1)
∫

|x|=1
∂i∂jHij = 0,

and

(A.2)
∫

|x|=1
xl∂i∂jHij = 0,

where 1 ≤ l ≤ n.
Define

bk =
∫ ∞

0

sk+n−3

(1 + s2)n−1
ds for k < n,

ck = −
∫ ∞

0

(1− s2)sk+n−3

(1 + s2)n−1
ds for k < n− 2.

The next lemma relates some of the above integrals.

Lemma A.1.

b2m =




m∏

j=1

n + 2j − 4
n− 2j


 b0,

c2m =
4m

n− 2m− 2
b2m.

Proof. Integration by parts yields

b2m =
n + 2m− 4

n− 2m
b2m−2.

The first equality follows by induction. The second equality follows from
the first one since

c2m = b2m+2 − b2m.
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q.e.d.

Recall d = [n−2
2 ], and that θk = 1 if k = n−2

2 while θk = 0 otherwise.
Let Hij ∈ V≤d.
If n is odd, let

2
n− 2

I
(n)
1,ε (H, H)

=
d∑

s,t=2

εs+tcs+t

∫

S1

(
−1

2
∂jH

(s)
ij ∂lH

(t)
il +

1
4
∂lH

(s)
ij ∂lH

(t)
ij

)
,

while, if n is even,

2
n− 2

I
(n)
1,ε (H, H)

=
d−1∑

s,t=2

εs+tcs+t

∫

S1

(
−1

2
∂jH

(s)
ij ∂lH

(t)
il +

1
4
∂lH

(s)
ij ∂lH

(t)
ij

)

+ εn−2| log ε|
∫

S1

(
−1

2
∂jH

(d)
ij ∂lH

(d)
il +

1
4
∂lH

(d)
ij ∂lH

(d)
ij

)
.

Throughout the rest of the appendix gij = exp(hij), tr hij(x) =
O(|x|N ), where N is large. We will also write hij(x) = Hij(x) +
O(|x|d+1), and

Hij(x) =
d∑

|α|=2

hijαxα.

In the following estimates, we will ignore the contributions coming from
the volume element, since we can choose N sufficiently large.

Lemma A.2. Given η > 0, there exists C > 0, depending only on n
and |g|CN (Bσ(0)), such that

∣∣∣∣∣−
∫

|x|≤σ

(
1
2
xk∂kRg + Rg

)
u2

εdx− I
(n)
1,ε (H, H)

∣∣∣∣∣

≤ Cη

d∑

|α|=2

∑

i,j

|hijα|2ε2|α|| log ε|θ|α| + Cση−1εn−2,

if σ ≤ 1 and ε is sufficiently small.

Proof. After integrating by parts,

−
∫

|x|≤σ

(
1
2
xk∂kRg + Rg

)
u2

εdx =
∫

|x|≤σ
Rguεψεdx− σ

2

∫

|x|=σ
Rgu

2
ε,

where ψε = n−2
2 uε + xk∂kuε.



A COMPACTNESS THEOREM FOR THE YAMABE PROBLEM 177

Using estimate (4.6), we conclude that there exists C > 0 such that
for any given η > 0,

∣∣∣∣Rg − ∂i∂jhij + ∂j(Hij∂lHil)− 1
2
∂jHij∂lHil +

1
4
∂lHij∂lHij

∣∣∣∣

≤ C
d∑

|α|=2

∑

i,j

|hijα|2|x|2|α| + η
d∑

|α|=2

∑

i,j

|hijα|2|x|2|α|−2 + Cη−1|x|n−3.

Note that our expression differs from the one in (4.6) because here
deg(Hij) ≤ d.

Since ∫

|x|≤σ
(∂i∂jhij − ∂j(Hij∂lHil))uεψεdx = 0,

we have
∫

|x|≤σ
Rguεψεdx =

∫

|x|≤σ

(
1
2
∂jHij∂lHil − 1

4
∂lHij∂lHij

)
uεψεdx

+ O(η)
d∑

|α|=2

∑

i,j

|hijα|2ε2|α|| log ε|θ|α| + O(ση−1εn−2).

But
∫

|x|≤σ

(
1
2
∂jHij∂lHil − 1

4
∂lHij∂lHij

)
uεψεdx

=
d∑

s,t=2

(∫ σ

0
uεψεr

s+t+n−3dr

) ∫

S1

(
1
2
∂jH

(s)
ij ∂lH

(t)
il − 1

4
∂lH

(s)
ij ∂lH

(t)
ij

)
,

where S1 = {|x| = 1}.
Now
∫ σ

0
uεψεr

s+t+n−3dr =
n− 2

2
εs+t

∫ σ
ε

0

(1− r2)rs+t+n−3

(1 + r2)n−1
dr

= −n− 2
2

εs+t| log ε|θ s+t
2 c

1−θ s+t
2

s+t + O(εn−2).

The result follows immediately. q.e.d.

If n is odd, define

I
(n)
2,ε (H, H) = −

d∑

k,l=4

kεk+l

∫

Rn

δ2(H(k))Z(H(l))Udy,
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while, if n is even,

I
(n)
2,ε (H, H) = −

d−1∑

k,l=4

kεk+l

∫

Rn

δ2(H(k))Z(H(l))Udy

− dεn−2| log ε|
∫

S1

(δ2H(d))Γ(d+2)(δ2H(d)).

Here Z(H(k)) = Γ(δ2H(k))(1 + |y|2)−n
2 denotes the solution of

∆Z(H(k)) + n(n + 2)U
4

n−2 Z(H(k)) =
n− 2

4(n− 1)
δ2(H(k))U,

as in Section 4.

Lemma A.3. Given η > 0, there exists C > 0, depending only on n
and |g|CN (Bσ(0)), such that

∣∣∣∣∣−2
∫

|x|≤σ

(
1
2
xk∂kRg + Rg

)
uεzεdx− I

(n)
2,ε (H, H)

∣∣∣∣∣

≤ Cη
d∑

|α|=2

∑

i,j

|hijα|2ε2|α|| log ε|θ|α| + Cση−1εn−2,

if σ ≤ 1 and ε is sufficiently small.

Proof. Recall

(A.3) |zε|(x) ≤ Cε
n−2

2

n−4∑

|α|=4

∑

i,j

|hijα|(ε + |x|)|α|+2−n.

In particular,

|zε|(x) ≤ Cε
n−2

2 (ε + |x|)6−n.

Therefore, by (4.7)

− 2
∫

|x|≤σ

(
1
2
xk∂kRg + Rg

)
uεzεdx

= −2
∫

|x|≤σ

(
1
2
xk∂k(δ2h) + δ2h

)
uεzεdx

+
d∑

|α|=2

∑

i,j

|hijα|2o(ε2|α|| log ε|θ|α|) + O(σ5εn−2).
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Moreover, using estimate (A.3),

− 2
∫

|x|≤σ

(
1
2
xk∂k(δ2h) + δ2h

)
uεzεdx

= −2
∫

|x|≤σ

(
1
2
xk∂k(δ2H) + δ2H

)
uεzεdx

+ O(η)
d∑

|α|=2

∑

i,j

|hijα|2ε2|α|| log ε|θ|α| + O(ση−1εn−2)

= −2
∫

|x|≤σ

(
1
2
xk∂k(δ2H) + δ2H

)
uεz

≤d
ε dx

+ O(η)
d∑

|α|=2

∑

i,j

|hijα|2ε2|α|| log ε|θ|α| + O(ση−1εn−2).

Here

∆z≤d
ε + n(n + 2)u

4
n−2
ε z≤d

ε = c(n)
d∑

k=4

δ2H(k)uε,

so that z≤d
ε depends linearly on δ2H.

Now

− 2
∫

|x|≤σ

(
1
2
xk∂k(δ2H) + δ2H

)
uεz

≤d
ε dx

= −2
d∑

k,l=4

∫

|x|≤σ

(
1
2
xk∂k(δ2H(k)) + δ2H(k)

)
uεz

(l)
ε dx

= −
d∑

k,l=4

kεk+l

∫

|y|≤σε−1

δ2(H(k))Z(H(l))Udy.

If n is odd,

− 2
∫

|x|≤σ

(
1
2
xk∂k(δ2H) + δ2H

)
uεz

≤d
ε dx

= −
d∑

k,l=4

kεk+l

∫

Rn

δ2(H(k))Z(H(l))Udy

+ O




d∑

|α|=2

∑

i,j

|hijα|2εn−2


 .
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If n is even,

− 2
∫

|x|≤σ

(
1
2
xk∂k(δ2H) + δ2H

)
uεz

≤d
ε dx

= −
d−1∑

k,l=4

kεk+l

∫

Rn

δ2(H(k))Z(H(l))Udy

− dεn−2

∫

|y|≤σε−1

δ2(H(d))Z(H(d))Udy

+ O




d−1∑

|α|=2

∑

i,j

|hijα|2εn−2




+ O(η)
d−1∑

|α|=2

∑

i,j

|hijα|2ε2|α| + O


η−1

∑

|α|=d

∑

i,j

|hijα|2εn−2


 .

But in this case

− dεn−2

∫

|y|≤σε−1

δ2(H(d))Z(H(d))Udy

= −dεn−2

∫

|y|≤σε−1

(δ2H(d))Γ(δ2H(d))(1 + |y|2)1−ndy

= −dεn−2| log ε|
∫

S1

(δ2H(d))Γ(d+2)(δ2H(d))

+ O


 ∑

|α|=d

∑

i,j

|hijα|2εn−2


 .

q.e.d.

We want to study the positivity of the Pohozaev’s quadratic form

I(n)
ε = I

(n)
1,ε + I

(n)
2,ε

on the space V≤d. The main result of this appendix is

Proposition A.4. There exists β > 0 such that, if 6 ≤ n ≤ 24,

I(n)
ε (H, H) ≥ β

d∑

k=2

ε2k| log ε|θk(H(k)
ij ,H

(k)
ij )

for Hij ∈ V≤d.

Before proving Proposition A.4, we need to better understand the
structure of V≤d. We will begin by discussing a projection onto Vk.

Let Pk denote the space of homogeneous polynomials of degree k.
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Lemma A.5. Let H̃ij be a symmetric matrix of homogeneous poly-
nomials of degree k. Suppose there exist p, t ∈ Pk−2, qj ∈ Pk−1 such
that

1) H̃ii = −p|x|2;
2) xiH̃ij = −qj |x|2;
3) xixjH̃ij = −t|x|4.

If

bj = qj − pxj

2(n− 1)
− (n− 2)txj

2(n− 1)
,

and

c =
(p− t)|x|2

n− 1
,

then

Hij = H̃ij + bixj + bjxi + cδij ∈ Vk.

Remark. When this lemma applies, we will say Hij = Proj(H̃ij).

Proof. It is straightforward to check that Hij = Hji, Hii = 0 and
xiHij = 0. q.e.d.

We will say that

Sij = mod(xi, xj , δij)

if there exist bi, c such that Sij = bixj + bjxi + cδij .
Let us now define Lk : Vk → Vk by

Lk(Hij) = Proj(|x|2F (Hij)),

where

F (Hij) =
1
4
∂j∂lHil +

1
4
∂i∂lHjl − 1

4
∆Hij .

The Lemma A.5 implies

Lk(Hij) =
1
4
|x|2(∂j∂lHil + ∂i∂lHjl −∆Hij)(A.4)

− k

4
xj∂lHil − k

4
xi∂lHjl

+
1

2(n− 1)
δ2H(xixj − |x|2δij).
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Note that, given Hij ∈ Vk and Wij ∈ Vm,

4(Lk(Hij),Wij) = 4
∫

S1

Proj(|x|2F (Hij))Wij

= 4
∫

S1

F (Hij)Wij

=
∫

S1

(∂j∂lHil + ∂i∂lHjl −∆Hij)Wij

= −2
∫

S1

∂lHil∂jWij +
∫

S1

∂lHij∂lWij

− k(n + k + m− 2)
∫

S1

HijWij .

In particular, Lk : Vk → Vk is symmetric with respect to the inner
product (·, ·). Let us now proceed to the analysis of its eigenvalues.

Let pl ∈ Pl such that 2 ≤ l ≤ k − 2 and ∆pl = 0. Define

Ĥij = Proj(∂i∂jpl|x|2m),

where k = l − 2 + 2m. Note that m ≥ 2.
Then Lemma A.5 implies

Ĥij = ∂i∂jpl|x|2m

− (l − 1)xi∂jpl|x|2m−2 − (l − 1)xj∂ipl|x|2m−2

+
n− 2
n− 1

l(l − 1)plxixj |x|2m−4 +
1

n− 1
l(l − 1)plδij |x|2m−2.

A calculation shows that

∂iĤij = −n− 2
n− 1

(l − 1)(n + l − 1)∂jpl|x|2m−2(A.5)

+
n− 2
n− 1

l(l − 1)(n + l − 1)xjpl|x|2m−4,

and

(A.6) δ2Ĥ =
n− 2
n− 1

l(l − 1)(n + l − 1)(n + l − 2)pl|x|2m−4.

From identity (A.5), and the fact that

∆Ĥij = (2m(n + 2m + 2l − 6)− 4(l − 1)) ∂i∂jpl|x|2m−2

+ mod(xi, xj , δij),

we obtain

|x|2F (Ĥij) = Al,m∂i∂jpl|x|2m + mod(xi, xj , δij).

Here

(A.7) Al,m = (l− 1)
(

1− n− 2
2(n− 1)

(n + l − 1)
)
− m

2
(n + 2m + 2l− 6).
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Therefore,
Lk(Ĥij) = Al,mĤij .

Lemma A.6. Let Hij ∈ Vk. Then there exist pk−2q ∈ Pk−2q, q =
1, . . . , [k−2

2 ], ∆pk−2q = 0, such that, if

(Ĥq)ij = Proj(∂i∂jpk−2q|x|2q+2),

and

Hij = Wij +
[ k−2

2
]∑

q=1

(Ĥq)ij ,

then
∂i∂jWij = 0.

Moreover,

(Wij , (Ĥq)ij) = 0,

((Ĥq)ij , (Ĥs)ij) = 0 if q 6= s,

Lk((Ĥq)ij) = Ak−2q,q+1(Ĥq)ij .

Proof. The existence of the polynomials pk−2q so that δ2W = 0 fol-
lows from the decomposition of δ2H in spherical harmonics, noting
equalities (A.1), (A.2), and using identity (A.6).

Moreover,∫

S1

Wij(Ĥq)ij =
∫

S1

WijProj(∂i∂jpk−2q|x|2q+2)

=
∫

S1

Wij∂i∂jpk−2q

=
∫

S1

∂i∂jWijpk−2q

= 0,

and ∫

S1

(Ĥs)ij(Ĥq)ij =
∫

S1

(Ĥs)ijProj(∂i∂jpk−2q|x|2q+2)

=
∫

S1

(Ĥs)ij∂i∂jpk−2q

=
∫

S1

∂i∂j(Ĥs)ijpk−2q

= c

∫

S1

pk−2spk−2q

= 0,

if s 6= q. Here we are using identity (A.6). q.e.d.
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Define Wk = {Wij ∈ Vk : ∂i∂jWij = 0}.
Let Wij ∈ Wk. A calculation then shows

(A.8) ∂iLk(Wij) = −(n + k − 2)k
4

∂iWij .

In particular, ∂i∂jLk(Wij) = 0.
Hence Lk : Wk →Wk.
Suppose Wij is an eigenvector of Lk: Lk(Wij) = λWij . The identity

(A.8) implies that either

λ = −(n + k − 2)k
4

,

or
∂iWij = 0.

Define Dk = {Dij ∈ Vk : ∂iDij = 0}. The identity (A.8) implies
Lk : Dk → Dk.

Let Dij ∈ Dk. Then, from identity (A.4),

Lk(Dij) = −1
4
|x|2∆Dij .

Hence |x|2∆ : Dk → Dk, and since

|x|2m+2∆m+1Dij = |x|2∆(|x|2m∆mDij)

− 2m(n + 2k − 2m− 2)|x|2m∆mDij ,

an inductive argument shows |x|2m∆m : Dk → Dk for every m ≥ 1.
Now let us consider the decomposition

Dij =
[ k
2
]∑

q=0

|x|2qM
(k−2q)
ij ,

where ∆M
(k−2q)
ij = 0. Since |x|2m∆m leaves Dk invariant, we get

|x|2qM
(k−2q)
ij ∈ Dk

for every 0 ≤ q ≤ [k
2 ]. In other words, M

(k−2q)
ij = M

(k−2q)
ji , M

(k−2q)
ii = 0,

xiM
(k−2q)
ij = 0, and ∂iM

(k−2q)
ij = 0.

In particular, M
(0)
ij = 0 or M

(1)
ij = 0, according to whether k is even or

odd. In order to see this, just note that M
(0)
ij xixj = 0 or ∂lM

(1)
ij xixj = 0.

Now

Lk(|x|2qM
(k−2q)
ij ) = −1

4
|x|2∆(|x|2qM

(k−2q)
ij )

= −1
2
q(n− 2q + 2k − 2)|x|2qM

(k−2q)
ij .

Therefore, we have proved
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Lemma A.7. Let Wij ∈ Wk. Then there exist Ŵij ∈ Wk, M
(k−2q)
ij ∈

Dk−2q, q = 0, . . . , [k−2
2 ], such that

Wij = Ŵij +
[ k−2

2
]∑

q=0

|x|2qM
(k−2q)
ij ,

where

Lk(Ŵij) = −(n + k − 2)k
4

Ŵij ,

and
∆M

(k−2q)
ij = 0.

Moreover,

(Ŵij , |x|2qM
(k−2q)
ij ) = 0,

(|x|2qM
(k−2q)
ij , |x|2sM

(k−2s)
ij ) = 0 if q 6= s,

Lk(|x|2qM
(k−2q)
ij ) = −1

2
q(n− 2q + 2k − 2)|x|2qM

(k−2q)
ij .

Remark. Note that

(A.9) −(n + k − 2)k
4

6= −1
2
q(n− 2q + 2k − 2)

for q = 0, . . . , [k−2
2 ].

Let us now go back to the study of the positivity of I
(n)
ε on V≤d.

Proof of Proposition A.4. Given H
(m)
ij ∈ Vm, H

(k)
ij ∈ Vk, define

B(H(m)
ij , H

(k)
ij ) =

∫

S1

(
−1

2
∂jH

(m)
ij ∂lH

(k)
il +

1
4
∂lH

(m)
ij ∂lH

(k)
ij

)
.

Hence,

B(H(m)
ij ,H

(k)
ij ) =

∫

S1

H
(m)
ij

(
1
4
∂j∂lH

(k)
il +

1
4
∂i∂lH

(k)
jl − 1

4
∆H

(k)
ij

)

+
(n + m + k − 2)k

4

∫

S1

H
(m)
ij H

(k)
ij

=
∫

S1

H
(m)
ij

(
Lk(H

(k)
ij ) +

(n + m + k − 2)k
4

H
(k)
ij

)
.

Let Hij ∈ V≤d. Then, using the notation of Lemma A.6,

H
(k)
ij = W

(k)
ij +

[ k−2
2

]∑

q=1

(Ĥq)
(k)
ij

for 2 ≤ k ≤ d. Let Wij =
∑d

k=2 W
(k)
ij , and Ĥij =

∑d
k=2

∑[ k−2
2

]

q=1 (Ĥq)
(k)
ij .
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Now
I(n)
ε (W (m)

ij , (Ĥq)
(k)
ij ) = I

(n)
1,ε (W (m)

ij , (Ĥq)
(k)
ij ),

since δ2W (m) = 0.
But

I
(n)
1,ε (W (m)

ij , (Ĥq)
(k)
ij )

= cB(W (m)
ij , (Ĥq)

(k)
ij )

= c

∫

S1

W
(m)
ij

(
Lk((Ĥq)

(k)
ij ) +

(n + m + k − 2)k
4

(Ĥq)
(k)
ij

)

= c′
∫

S1

W
(m)
ij (Ĥq)

(k)
ij

= c′
∫

S1

W
(m)
ij ∂i∂jp

(k)
k−2q

= c′
∫

S1

∂i∂jW
(m)
ij p

(k)
k−2q

= 0.

Therefore,

I(n)
ε (Hij , Hij) = I(n)

ε (Wij ,Wij) + I(n)
ε (Ĥij , Ĥij),

and
(Hij ,Hij) = (Wij ,Wij) + (Ĥij , Ĥij).

Now, using Lemma A.7,

W
(k)
ij = Ŵ

(k)
ij +

[ k−2
2

]∑

q=0

|x|2q(Mk)
(k−2q)
ij ,

where 2 ≤ k ≤ d. Let Ŵij =
∑d

k=2 Ŵ
(k)
ij and

Dij =
d∑

k=2

[ k−2
2

]∑

q=0

|x|2q(Mk)
(k−2q)
ij .

Now

B(Ŵ (m)
ij , |x|2q(Mk)

(k−2q)
ij )

=
∫

S1

Ŵ
(m)
ij

{
Lk(|x|2q(Mk)

(k−2q)
ij )

+
(n + m + k − 2)k

4
|x|2q(Mk)

(k−2q)
ij

}

= c
′′
∫

S1

Ŵ
(m)
ij (Mk)

(k−2q)
ij ,
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where

c
′′

=
(n + m + k − 2)k

4
− 1

2
q(n− 2q + 2k − 2).

On the other hand,

B(Ŵ (m)
ij , |x|2q(Mk)

(k−2q)
ij )

=
∫

S1

|x|2q(Mk)
(k−2q)
ij

(
Lm(Ŵ (m)

ij ) +
(n + m + k − 2)m

4
Ŵ

(m)
ij

)

=
km

4

∫

S1

Ŵ
(m)
ij (Mk)

(k−2q)
ij .

Therefore, the inequalities (A.9) imply

B(Ŵ (m)
ij , |x|2q(Mk)

(k−2q)
ij ) = 0,

and ∫

S1

Ŵ
(m)
ij |x|2q(Mk)

(k−2q)
ij = 0.

Hence,

I(n)
ε (Hij ,Hij) = I(n)

ε (Ŵij , Ŵij) + I(n)
ε (Dij , Dij) + I(n)

ε (Ĥij , Ĥij),

and
(Hij ,Hij) = (Ŵij , Ŵij) + (Dij , Dij) + (Ĥij , Ĥij).

Therefore, we divide the study of the positivity of the quadratic form
into three cases.

When n is even, due to the log term, we should start by analyzing it
on Vd. Therefore we define

J(H(d)
ij ,H

(d)
ij ) = B(H(d)

ij ,H
(d)
ij )−

∫

S1

(δ2H(d))Γ(d+2)(δ2H(d)),

and

(I ′)(n)
ε (H, H) =

n− 2
2

d′∑

s,t=2

εs+tcs+tB(H(s)
ij ,H

(t)
ij )

−
d′∑

s,t=4

sεs+t

∫

Rn

δ2(H(s))Z(H(t))Udy,

where d′ = [n−3
2 ].

Since (I ′)(n)
ε (H, H) = (I ′)(n)

1 (Hε, Hε), where (Hε)(s) = εsH(s), we will
restrict our analysis to J and (I ′)(n)

1 .

Case 1. Hij = Ŵij =
∑d

k=2 Ŵ
(k)
ij , where Lk(Ŵ

(k)
ij ) = − (n+k−2)k

4 Ŵ
(k)
ij .

First note that

B(Ŵ (k)
ij , Ŵ

(m)
ij ) =

km

4
(Ŵ (k)

ij , Ŵ
(m)
ij ).
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Therefore,

J(Ŵ (d)
ij , Ŵ

(d)
ij ) =

d2

4
|Ŵ (d)

ij |2.
Thus, J is always positive in this case.

On the other hand,

(I ′)(n)
1 (Ŵ , Ŵ ) =

n− 2
8

d′∑

s,t=2

stcs+t(Ŵ
(s)
ij , Ŵ

(t)
ij )

=
n− 2

8

s,t even∑

2≤s,t≤d′
stcs+t(Ŵ

(s)
ij , Ŵ

(t)
ij )

+
n− 2

8

s,t odd∑

2≤s,t≤d′
stcs+t(Ŵ

(s)
ij , Ŵ

(t)
ij ).

Since we are only interested in n ≤ 24, we just have to consider the
cases

Ŵij =
4∑

k=1

Ŵ
(2k+2)
ij ,

Ŵij =
4∑

k=1

Ŵ
(2k+1)
ij .

We are using the fact that Ŵ
(2)
ij = 0, since V2 ⊂ D2.

Let
meven

kl = (2k + 2)(2l + 2)c2k+2l+4,

and
modd

kl = (2k + 1)(2l + 1)c2k+2l+2.

With the help of Lemma A.1, we can check (see [12]) that for each
1 ≤ p ≤ 4, the matrix

(meven
kl )1≤k,l≤p

is positive definite if 4p + 6 < n ≤ 24. The same is true for

(modd
kl )1≤k,l≤p,

if 4p + 4 < n ≤ 24. That implies the positivity of (I)(n)
ε in Case 1, for

n ≤ 24.

Case 2. Hij = Dij =
∑d

k=2 D
(k)
ij , where

D
(k)
ij =

[ k−2
2

]∑

q=0

|x|2q(Mk)
(k−2q)
ij ,

(Mk)
(k−2q)
ij ∈ Dk−2q, and ∆(Mk)

(k−2q)
ij = 0.
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First,

B(|x|2q(Mk)
(k−2q)
ij , |x|2q′(Mm)(m−2q′)

ij )(A.10)

= c
′′
∫

S1

(Mk)
(k−2q)
ij (Mm)(m−2q′)

ij ,

where

c
′′

=
(n + m + k − 2)k

4
− 1

2
q(n− 2q + 2k − 2).

This implies

I(n)
ε (|x|2q(Mk)

(k−2q)
ij , |x|2q′(Mm)(m−2q′)

ij ) = 0,

if k − 2q 6= m− 2q′.
Define (Es)ij =

∑
0≤2q≤d−s |x|2q(Ms+2q)

(s)
ij , for 2 ≤ s ≤ d.

Hence Dij =
∑d

s=2(Es)ij ,

I(n)
ε (Dij , Dij) =

d∑

s=2

I(n)
ε ((Es)ij , (Es)ij),

(Dij , Dij) =
d∑

s=2

((Es)ij , (Es)ij).

From the equality (A.10), we obtain

B(|x|2q(Ms+2q)
(s)
ij , |x|2q′(Ms+2q′)

(s)
ij )

=
(

qq′ +
(n + 2q + 2q′ + 2s− 2)s

4

) (
(Ms+2q)

(s)
ij , (Ms+2q′)

(s)
ij

)
.

Fix 2 ≤ s ≤ d.
If s + 2q = s + 2q′ = d, then

J(|x|d−s(Md)
(s)
ij , |x|d−s(Md)

(s)
ij ) =

1
4

(
d2 + s2 + s(n− 2)

) |(Md)
(s)
ij |2.

This implies J is always positive in Case 2.
Now let us turn to the analysis of (I ′)(n)

1 , so s + 2q ≤ d′.
Since we only need to consider n ≤ 24, we can restrict ourselves to

s = 2, . . . , 10. For each such s, the problem will be reduced to analyzing
a matrix of size at most [12−s

2 ]× [12−s
2 ].

Now

(I ′)(n)
1 (Es, Es) =

n− 2
2

d′−s∑

2q,2q′=0

ms
q+1,q′+1((Ms+2q)

(s)
ij , (Ms+2q′)

(s)
ij ),

where

ms
q+1,q′+1 = c2s+2q+2q′

(
qq′ +

(n + 2q + 2q′ + 2s− 2)s
4

)
.
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After lengthy calculations (see [12]), and with the help of Lemma
A.1, we can verify that for each 2 ≤ s ≤ 10, 1 ≤ p ≤ [12−s

2 ], the matrix

(ms
k,l)1≤k,l≤p

is positive definite if 4p + 2s− 2 < n ≤ 24.
That implies the positivity of (I)(n)

ε in Case 2, for n ≤ 24.

Case 3. Hij = Ĥij =
∑d

k=4 Ĥ
(k)
ij , where Ĥ

(k)
ij =

∑[ k−2
2

]

q=1 (Ĥq)
(k)
ij and

(Ĥq)
(k)
ij = Proj(∂i∂j(pk)k−2q|x|2q+2), (pk)k−2q ∈ Pk−2q, ∆(pk)k−2q = 0.

First note that by Lemma A.6

B((Ĥq)
(k)
ij , (Ĥq′)

(m)
ij )

=
∫

S1

(Ĥq′)
(m)
ij

(
Lk((Ĥq)

(k)
ij ) +

(n + m + k − 2)k
4

(Ĥq)
(k)
ij

)

=
(

Ak−2q,q+1 +
(n + m + k − 2)k

4

) ∫

S1

(Ĥq)
(k)
ij (Ĥq′)

(m)
ij .

Now ∫

S1

(Ĥq)
(k)
ij (Ĥq′)

(m)
ij =

∫

S1

(Ĥq)
(k)
ij ∂i∂j(pm)m−2q′

=
∫

S1

∂i∂j(Ĥq)
(k)
ij (pm)m−2q′

= αk−2q

∫

S1

(pk)k−2q(pm)m−2q′ ,

where

αl =
n− 2
n− 1

l(l − 1)(n + l − 1)(n + l − 2).

In particular,

B((Ĥq)
(k)
ij , (Ĥq′)

(m)
ij ) = 0, ((Ĥq)

(k)
ij , (Ĥq′)

(m)
ij ) = 0,

if k − 2q 6= m− 2q′.
Recall

∆Z((Ĥq)
(k)
ij ) + n(n + 2)U

4
n−2 Z((Ĥq)

(k)
ij )

=
n− 2

4(n− 1)
αk−2q(pk)k−2q|x|2q−2U.

We can write

Z((Ĥq)
(k)
ij ) =

n− 2
4(n− 1)

αk−2qΓk,q(1 + |x|2)−n
2 ,

where
T (Γk,q) = (pk)k−2q(|x|2q−2 + 2|x|2q + |x|2q+2).

Recall T (Γ) = (1 + |y|2)∆Γ− 2ny · ∇Γ + 2nΓ.
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Then

T (|x|2j(pk)k−2q) = (2k + 2j − 4q − 2)(2j − n)|x|2j(pk)k−2q

+ 2j(n + 2j + 2k − 4q − 2)|x|2j−2(pk)k−2q,

and we can write

Γk,q =
q+1∑

j=0

Γ(k, q, j)|x|2j(pk)k−2q.

The coefficients Γ(k, q, j) can then be computed inductively in the
following way:

Γ(k, q, q + 1) = − 1
(2k − 2q)(n− 2q − 2)

,

Γ(k, q, q) = −2− 2(q + 1)(n + 2k − 2q)Γ(k, q, q + 1)
(2k − 2q − 2)(n− 2q)

,

Γ(k, q, q − 1) = −1− 2q(n + 2k − 2q − 2)Γ(k, q, q)
(2k − 2q − 4)(n− 2q + 2)

,

and

Γ(k, q, j) =
2(j + 1)(n + 2j + 2k − 4q)
(2k + 2j − 4q − 2)(n− 2j)

Γ(k, q, j + 1),

for 0 ≤ j ≤ q − 2.
Therefore,

4(n− 1)
n− 2

∫

Rn

δ2((Ĥq′)
(m)
ij )Z((Ĥq)

(k)
ij )Udy

= αk−2q

∫

Rn

δ2((Ĥq′)
(m)
ij )Γk,q(1 + |y|2)1−ndy

= αk−2qαm−2q′

∫

Rn

(pm)m−2q′Γk,q|y|2q′−2(1 + |y|2)1−ndy

= αk−2qαm−2q′

q+1∑

j=0

Γ(k, q, j)
∫

Rn

(pm)m−2q′(pk)k−2q|y|2j+2q′−2

(1 + |y|2)n−1
dy

= αk−2qαm−2q′




q+1∑

j=0

Γ(k, q, j)bk+m−2q+2j




∫

S1

(pk)k−2q(pm)m−2q′ .

In particular,
∫

Rn

δ2((Ĥq′)
(m)
ij )Z((Ĥq)

(k)
ij )Udy = 0,

if k − 2q 6= m− 2q′.
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Define, for 2 ≤ s ≤ d− 2,

(Ês)ij =
[ d−s

2
]∑

q=1

Proj(∂i∂j(ps+2q)s|x|2q+2).

Then Ĥij =
∑d−2

s=2(Ês)ij , and

I(n)
ε (Ĥij , Ĥij) =

d−2∑

s=2

I(n)
ε ((Ês)ij , (Ês)ij),

(Ĥij , Ĥij) =
d−2∑

s=2

((Ês)ij , (Ês)ij).

When n is even, and if s + 2q = s + 2q′ = d, then

J
(
(Ĥq)

(d)
ij , (Ĥq)

(d)
ij

)

= B
(
(Ĥq)

(d)
ij , (Ĥq)

(d)
ij

)

+
n− 2

4(n− 1)
1

(2d− 2q)(n− 2q − 2)
(αs)2

∫

S1

(ps+2q)2s

= ts,q

∫

S1

(ps+2q)2s.

Here

ts,q =
[(

As,q+1 +
(n− 2)2

4

)
αs

+
n− 2

4(n− 1)
1

(d + s)(n + s− d− 2)
(αs)2

]
,

where

As,q+1 = (s− 1)
(

1− n− 2
2(n− 1)

(n + s− 1)
)
− q + 1

2
(n + 2q + 2s− 4).

It is possible to check that

ts,q =
1
16

(4s2 − 8s + 4 + 4ns− 8n + 5n2 − n3)2

(n− 1)2(n− 2 + 2s)2
αs,

if s + 2q = n−2
2 . This implies J is always positive in this case.
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Moreover,

(I ′)(n)
1 ((Ês)ij , (Ês)ij)

=
n− 2

2

[ d′−s
2

]∑

q,q′=1

c2s+2q+2q′B((Ês)
(s+2q)
ij , (Ês)

(s+2q′)
ij )

−
[ d′−s

2
]∑

q,q′=1

(s + 2q)
∫

Rn

δ2((Ês)
(s+2q)
ij )Z((Ês)

(s+2q′)
ij )Udy

=
[ d′−s

2
]∑

q,q′=1

M(s, q, q′)
∫

S1

(ps+2q)s(ps+2q′)s,

where

M(s, q, q′)

=
n− 2

2
c2s+2q+2q′αs

(
As,q+1 +

(n + 2s + 2q + 2q′ − 2)(s + 2q)
4

)

− n− 2
4(n− 1)

α2
s(s + q + q′)




q+1∑

j=0

Γ(s + 2q, q, j)b2s+2q′+2j


 .

Here we are using that

(A.11)
∫

Rn

δ2(H(k))Z(W (l))Udy =
∫

Rn

δ2(W (l))Z(H(k))Udy,

since integration by parts implies∫

Rn

(
∆Z(H(k)) + n(n + 2)U

4
n−2 Z(H(k))

)
Z(W (l))dy

=
∫

Rn

(
∆Z(W (l)) + n(n + 2)U

4
n−2 Z(W (l))

)
Z(H(k))dy.

It is now possible to check that (see [12]), for every 2 ≤ s ≤ 8, and
1 ≤ p ≤ [10−s

2 ], the matrix

(M(s, q, q′))1≤q,q′≤p

is positive definite if 2s + 4p + 2 < n ≤ 24.
This finishes the proof of the positivity of (I)(n)

ε in Case 3, for n ≤ 24.
q.e.d.

The following proposition states that n = 25 is the critical dimension
with respect to the positivity of the quadratic form.

Proposition A.8. If n ≥ 25, then the quadratic form I
(n)
ε has neg-

ative eigenvalues.
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Proof. See [12] for details of the calculation. Let (m2)kl be the matrix
as in the proof of Case 2 above.

A calculation gives

discrim




2∑

k,l=1

(m2)klakal, a2




= 16
n2(n + 2)2(n + 4)(n2 − 54n + 152)
(n− 8)2(n− 6)2(n− 4)2(n− 10)

b2
0.

This implies ((m2)kl)1≤k,l≤2 is not positive definite if n ≥ 52.
On the other hand, it is possible to check that ((m2)kl)1≤k,l≤4 is not

positive definite if 25 ≤ n ≤ 52.
Given Wikjl wih all the symmetries of the Weyl tensor, and such that∑ |Wikjl|2 > 0, define

D
(2)
ij =

n∑

k,l=1

Wikjlxkxl,

and
Dij = a1D

(2)
ij + a2|x|2D(2)

ij + a3|x|4D(2)
ij + a4|x|6D(2)

ij .

We conclude that, if n ≥ 25, there are always a1, a2, a3, a4 so that

I(n)
ε (Dij , Dij) < 0.

This finishes the proof. q.e.d.
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