
Math53: Ordinary Differential Equations
Autumn 2004

Solution Guide to Practice Problems

and Partial Course Overview

1 Preface

Most of these notes review Chapter 2 and matrix exponentials, using some of the practice problems
as examples. Below is a guide to where you can find answers or partial answers to all of the prac-
tice problems. MI and MII refer to this year’s midterms; MI′ and MII′ refer to last year’s midterms.

Problem 1: Example 2.1 below and PS1-2.4:13, Examples 2.4, 2.3, 2.2.

Problem 2: PS1 2.2:14, 2.2:18, Examples 2.2, 2.7, 2.1, 2.4.

Problem 3: Examples 2.7, 2.8.

Problem 4: Examples 2.9, 2.10.

Problem 5: Examples 2.5, 2.6.

Problem 6: PS1 2.1:8

Problem 7: PS8 Problem G–(a), Unit 1 Summary.

Problem 8: Examples 3.4 and 3.3.

Problem 9: PS1 2.3:4, 2.5:4.

Problem 10: PS2 4.3:4, 4.3:10, 4.3:14; PS3 4.5:2, 4.5:6, 4.5:16, 4.5:18, 4.5:32, 4.5:42; MI′–3.

Problem 11: PS2 4.3:26, MI′–3; PS4 5.4:18, 5.4:36; -, MII′–1.
For (v), use LT or undetermined coefficients to get: y(t) = 1

6t3e−3t + te−3t.

Problem 12: PS3 4.1:14, 4.6:13; -.
The answer in (iii) is 1

2t−1 ln2 |t|.

Problem 13: (a) PS5 9.2:1, 9.2:4, 9.2:24, 9.2:26; PS6 9.2:38, 9.2:40; MII-3; Examples 4.2 and 4.1.
(b) compute as Y (t)Y (0)−1, for distinct eigenvalues, or by splitting off λI, for repeated ones;
(c) y=yh+yp; find by yp via Y (t), etA, undetermined coefficients, or LT;
(d) either compute from the general one or in the same way directly.

Problem 14: MII′-2



Problem 15: Examples 4.3-4.6; PS6 9.4:14

Problem 16: PS8 10.1:2, 10.1:8, 10.1:20, 10.3:16; Unit 6 Summary, PS8 10.4:2

Problem 17: 11/30 lecture, PS8 10.5:6

Problem 18: (a) 533/420 (?) (b) 193/144 (c) 57/20 (d) 73/24
On the exam, the numbers should be simpler than in (a).

2 First-Order Equations

2.1 Linear Equations

Any linear first-order ODE
y′ + a(t) · y = f(t), y = y(t), (1)

can be solved by multiplying both sides by an integrating factor

Pa = Pa(t) = e
∫

a(t)dt.

We need only one such integrating factor. Its key property is that

P ′
a(t) = a(t) · Pa(t) =⇒ (Pay)′ = Pay

′ + a · Pay. (2)

Multiplying both sides of (1) by Pa and using the second identity in (2), we obtain:

Pa =Pa(t)=e
∫

a(t)dt y′ + a(t) · y = f(t), y = y(t) =⇒ (Pay)′ = Pa(t)f(t)

The last equation above is solved by integrating both sides with respect to t.

Note that before computing the integrating factor, you need to put the ODE into the form (1),
which is not its normal form.

Example 2.1 (a) Find the general solution to the ODE

y′ = cos t − y cos t.

First, we write this equation as y′+y cos t = cos t. The integrating factor P (t) is the given by

P (t)=e
∫

cos t dt =esin t =⇒ y′+y cos t=cos t ⇐⇒ esin t(y′ + y cos t) = esin t cos t

⇐⇒ (esin ty)′=esin t cos t ⇐⇒ esin ty =

∫

esin t cos t dt

⇐⇒ y(t) = 1 + Ce− sin t

(b) Find the solution to the initial value problem

y′ = cos t − y cos t, y(π) = 3.
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We use the general solution found in (a) and solve for C:

y(0) = 1 + Ce0 = 3 =⇒ C = 2 =⇒ y(t) = 1 + 2e− sin t

Example 2.2 (a) Find the general solution to the ODE

ty′ = sin t − 2y.

First, we write this equation as y′ + 2t−1y = t−1 sin t. The integrating factor P (t) is the given by

P (t)=e
∫

2t−1dt =e2 ln |t|= t2 =⇒ y′+2t−1y= t−1 sin t ⇐⇒ t2y′+2ty= t sin t ⇐⇒ (t2y)′= t sin t

⇐⇒ t2y(t) =

∫

t sin t dt = −t cos t +

∫

cos t dt = −t cos t + sin t + C.

Thus, the general solution is y(t)=Ct−2 − t−1 cos t + t−2 sin t

(b) Find the solution to the initial value problem

y′ = sin t − 2y, y(π/2) = 0.

In this case we solve for the constant C using the expression preceding the boxed formula:

0 = 0 + 1 + C =⇒ C = −1 =⇒ y(t) = −t−2 − t−1 cos t + t−2 sin t

2.2 Separable Equations

Separable first-order ODEs are the equations of the form

y′ = f(y) · g(t), y = y(t). (3)

Equation (3) is solved by writing y′ = dy
dt , moving all expressions involving y to LHS and all

expressions involving t to RHS, and integrating both sides:

dy
dt = f(y) · g(t), y = y(t) =⇒ dy

f(y) = g(t)dt =⇒
∫ dy

f(y) =
∫

g(t)dt

Once the two integrals are computed, one obtains a relation between y and t of the form

F (y) = G(t) + C ⇐⇒ F (y) − G(t) = C. (4)

These relations define solutions y =y(t) of (3) implicitly. In some cases, it is possible to solve (4)
for y=y(t).

Note that this method involves division by f =f(y) and may miss some of the constant solutions
of (3). Such solutions are necessarily of the form y = y∗, where y∗ is a real number such that
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f(y∗) = 0. If you are solving an IVP and it is possible to solve for y = y(t) explicitly, make sure
you take the correct branch, if there is more than one, of the appropriate level curve of H =F−G,
e.g. the positive or negative square root, and not both. The correct branch is the one satisfying
the initial condition y(t0)=y0.

Example 2.3 Find the general solution to the ODE

y′ = (1+y2)et.

Write y′= dy
dt and split the variables:

y′=(1+y2)et ⇐⇒ dy

1+y2
= etdt ⇐⇒

∫

dy

1+y2
=

∫

etdt

⇐⇒ tan−1 y = et + C ⇐⇒ y = tan(et+C)

Example 2.4 (a) Find the general solution to the ODE

y′ = y(y + 2)t.

Write y′= dy
dt and split the variables:

y′=y(y+2)t ⇐⇒ dy

y(y+2)
= tdt ⇐⇒ 1

2

(1

y
− 1

y+2

)

dy = t dt ⇐⇒
∫

(1

y
− 1

y+2

)

dy =

∫

2t dt

⇐⇒ ln |y| − ln |y+2| = t2 + C ⇐⇒ ln
∣

∣

∣

y

y+2

∣

∣

∣
= t2 + C

⇐⇒ y

y+2
= Aet2 ⇐⇒ y(t) =

2

Ce−t2 − 1

However, we also have two constant solutions: y =0 and y =−2. The latter corresponds to C =0.

Thus, the general solution is y(t) = 2

Ce−t2−1
and y(t) = 0

Many ODEs are not separable, but some can be made separable through various manipulations.
One class of such ODEs are the ODEs of the form

y′ = f(t, y),

where f is a smooth function such that f(st, sy) = f(t, y) for all s, t, and y. In this case, the
substitution y= tv, where v=v(t), reduces the ODE to

v + tv′ = f(1, v).

This ODE is separable and can solved for v=v(t) implicitly. We then replace v by y/t.

Example 2.5 Find the general solution to the ODE

y′ =
t − y

t + y

4



After making the substitution y = tv, we get

y′ =
t − y

t + y
⇐⇒ v + tv′ =

1 − v

1 + v
⇐⇒ tv′ = −v2 + 2v − 1

v + 1
⇐⇒ v+1

(v+1)2 − 2
dv = −t−1 dt

⇐⇒ 1

2
ln

∣

∣(v+1)2−2
∣

∣ = − ln |t| + C ⇐⇒ (v+1)2−2 = At−2 ⇐⇒ (t+y)2−2t2 = A

Example 2.6 Find the general solution to the ODE

(t2+y2)y′ − ty = 0.

We first write this equation as y′= ty/(t2+y2) and then substitute y= tv:

y′ =
ty

t2 + y2
⇐⇒ v + tv′ =

v

1 + v2
⇐⇒ tv′ = − v3

1 + v2
⇐⇒

(

v−3+v−1
)

dv = −t−1 dt

⇐⇒ −1

2
v−2 + ln |v| = − ln |t| + C ⇐⇒ v−2ev−2

= At2 ⇐⇒ y2 = Cet2/y2

2.3 Exact Equations

The first-order ODE

P (t, y) + Q(t, y)y′ = 0 or P (t, y)dt + Q(t, y)dy = 0, y = y(t), (5)

is exact if Py =Qt and the functions P and Q are smooth. If this is the case, there exists a smooth
function H =H(t, y) such that

Ht≡
∂H

∂t
= P and Hy≡

∂H

∂y
= Q, or ~∇H = P î + Qĵ, or dH≡Htdt+Hydy = Pdt+Qdy.

These three conditions are exactly the same. The function H = H(t, y) can be found as follows.
Using the condition Ht =P , we first find by integration that H(t, y)=H̃(t, y)+φ(y), where H̃(t, y)
is a fixed t-antiderivative of P and φ(y) determines an arbitrary function of y. We next take the
y-derivative of H(t, y), set it equal to Q, and thus obtain a condition φ(y). This condition should
not involve t. If it does, either Py 6= Qt, and thus the function H does not exist, or there was a
mistake made somewhere else. If we can find H =H(t, y) such that Ht =P and Hy =Q, then (5)
is implicitly solved by

P (t, y) + Q(t, y)y′ = 0, y = y(t) =⇒ H(t, y) = C if Ht = P and Hy =Q

The solution curves for (5) will lie on the level curves of H =H(t, y), i.e. on the curves described
by the equations H(t, y)=C, for various constants C.

Example 2.7 Show that the equation

(1 − y sin t)dt + (cos t)dy = 0
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is exact, and solve it.
With P (t, y) = 1 − y sin t and Q(t, y) = cos t, we get:

∂P

∂y
=− sin t =

∂Q

∂t
.

Thus, the equation is exact. We solve it by setting

H(t, y) =

∫

P (t) dt =

∫

(1 − y sin t)dt= t + y cos t + φ(y)

Q(t, y) = cos t =
∂H

∂y
= cos t + φ′(y) =⇒ φ′(y) = 0.

Thus, we can take φ(y)=0, and the solution to the ODE is H(t, y) = t+y cos t = C

Example 2.8 Show that the ODE

2t − y2 + (y3 − 2ty)y′ = 0

is exact and solve it.
This ODE is equivalent to (2t−y2)dt + (y3−2ty)dy = 0. Since

(2t−y2)y = −2y = (y3−2ty)t,

the mixed partials are equal. Since 2t−y2 and y3−2ty are defined for all t and y, it follows that
the ODE is exact. In order to solve it, we need to find H = H(t, y) such that Ht = (2t−y2) and
Hy =(y3−2ty):

Ht(t, y) = 2t−y2 =⇒ H(t, y) =

∫

(2t−y2) dt = t2 − ty2 + φ(y)

Hy(t, y) = y3−2ty =⇒ 0 − 2ty + φ′(y) = y3−2ty =⇒ φ′(y) = y3

=⇒ φ(y) =

∫

y3dy =
1

4
y4 =⇒ H(t, y) =

1

4
y4 − ty2 + t2.

Thus, the general solution y=y(t) of the above ODE is implicitly defined by

1
4y4 − ty2 + t2 = C or y4 − 4ty2 + 4t2 = C

While most ODEs are not exact, many can be made exact by multiplying both sides by a nonzero
integrating factor µ=µ(t, y):

P (t, y) + Q(t, y)y′ = 0 ⇐⇒ µ(t, y)P (t, y) + µ(t, y)Q(t, y)y′ = 0.

The latter equation is exact if (µP )y = (µQ)t. Expanding this relation, we obtain a condition in-
volving µ, µt, µy, and the known functions P and Q. In general, this condition is very complicated.
However, if we are trying to find an integrating factor µ which is a function of t only or y only,
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which is not always possible, the relation simplifies significantly.

Example 2.9 Show that the equation

y dt + (t2y − t) dy = 0

is not exact. Suppose it has an integrating factor which is a function of t alone. Find an integrating
factor and use it to solve the equation.
Since (y)y = 1 and (t2y−t)t = (2ty−1), the mixed partials are not equal and the equation is not
exact. If µ=µ(t) is an integrating factor for this equation,

(

µ(t)y
)

y
=

(

µ(t)(t2y − t)
)

t
⇐⇒ µ(t) = µ′(t)(t2y − t) + µ(t)(2ty − 1)

⇐⇒ 2µ(t)(1 − ty) = tµ′(t)(ty − 1) ⇐⇒ µ′(t) = −2t−1µ(t).

The last equation is separable, and we can solve it. One nonzero solution is µ(t) = 1/t2. After
multiplying the equation by µ=µ(t), we get an exact equation:

y dt + (t2y − t) dy = 0 ⇐⇒ y

t2
dt +

t2y − t

t2
dy = 0

=⇒ H(t, y) =

∫

y

t2
dt = −y

t
+ φ(y)

Hy =
t2y − t

t2
=⇒ − 1

t
+ φ′(y) =

t2y − t

t2
=⇒ φ′(y) = y =⇒ φ(y) =

y2

2
.

Thus, H(t, y) = −y
t + y2

2 and the general solution to the ODE is −y
t + y2

2 = C

Example 2.10 Show that the equation

y2 + 2ty − t2y′ = 0

is not exact. Suppose it has an integrating factor that is a function of y alone. Find an integrating
factor and use it to solve the equation.
Since (y2+2ty)y =(2y+2t) and (−t2)t =−2t, the mixed partials are not equal and the equation is
not exact. If µ=µ(y) is an integrating factor for this equation,

(

µ(y)(y2+2ty)
)

y
=

(

−µ(y)t2
)

t
⇐⇒ µ′(y)(y2+2ty) + µ(y)(2y+2t) = −µ(y) · 2t

⇐⇒ (y+2t)yµ′(y) = −2(y+2t)µ(y) ⇐⇒ µ′(t) = −2y−1µ(t).

The last equation is separable, and we can solve it. One nonzero solution is µ(y) = 1/y2. After
multiplying the equation by µ=µ(y), we get an exact equation:

y2 + 2ty − t2y′ = 0 ⇐⇒ y2 + 2ty

y2
dt − t2

y
dy = 0

=⇒ H(t, y) =

∫

y2 + 2ty

y2
dt = t + t2y−1 + φ(y)

Hy = − t2

y2
=⇒ − t2y−2 + φ′(y) = − t2

y2
=⇒ φ′(y) = 0 =⇒ φ(y) = 0.

Thus, H(t, y) = t + t2y−1 and the general solution to the ODE is t + t2y−1 = C
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3 Qualitative Descriptions

3.1 Structure of Solutions of Linear ODEs and of Systems of Linear ODEs

A homogeneous linear first-order ODE is an ODE of the form

y′ = a(t)y, y = y(t), (6)

If y1 =y1(t) is a nonzero solution of this equation, then y(t)=C1y1(t) is the general solution of (6).
The general solution of any linear inhomogeneous equation

y′ = a(t)y + f(t), y = y(t), (7)

has the form y = yh+yp, where yp = yp(t) is a fixed particular solution of (7) and yh = yh(t) is the
general solution of the corresponding homogeneous equation, i.e. (6) with the same a=a(t) as in (7).

A homogeneous linear nth ODE is an equation of the form

y(n) = a1(t)y
(n−1) + a2(t)y

(n−2) + . . . + an−1(t)y
′ + an(t)y, y = y(t). (8)

If y1 =y1(t), . . . , yn =yn(t) is a set of n linearly independent solutions of (8), then

y(t) = C1y1(t) + . . . + Cnyn(t)

is the general solution to (8). As in the first-order case, the general solution of any linear inhomo-
geneous equation

y(n) = a1(t)y
(n−1) + a2(t)y

(n−2) + . . . + an−1(t)y
′ + an(t)y + f(t), y = y(t), (9)

has the form y = yh+yp, where yp = yp(t) is a fixed particular solution of (9) and yh = yh(t) is the
general solution of the corresponding homogeneous equation, i.e. (8) with the same a=a(t) as in (9).

Example 3.1 Since the characteristic polynomial for the second-equation equation

y′′ + 5y′ + 4y = 0 (10)

is λ2+5λ+ 4=0, y1(t)=e−t and y2(t)=e−4t are solutions of (10). Since the ratio y1(t)/y2(t)=e3t

is not a constant, y1 =y1(t) and y2 =y2(t) are linearly independent solutions. Thus,

y(t) = C1y1(t) + C2y2(t) = C1e
−t + C2e

−4t

is the general solution of (10). Using the Method of Undetermined Coefficients or the Laplace
Transform, we can find a particular solution to the inhomogeneous equation

y′′ + 5y′ + 4y = te−t, (11)

such as yp(t)=
1
6t2e−t− 1

9te−t. Thus,

y(p) = C1y1(t) + C2y2(t) + yp(t) = C1e
−t + C2e

−4t +
1

6
t2e−t − 1

9
te−t
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is the general solution of (11).

Example 3.2 By direct substitution into the ODE, we can verify that y1(t)= t and y2(t)= t−3

are solutions to
t2y′′ + 3ty′ − 3y = 0. (12)

These solutions can be found by trying y(t)=Ctα and finding that α=1 or α=−3. Since the ratio
y1(t)/y2(t)= t4 is not a constant, y1 =y1(t) and y2 =y2(t) are linearly independent solutions. Thus,

y(t) = C1y1(t) + C2y2(t) = C1t + C2t
−3

is the general solution of (12). Using Variation of Parameters, we can find a particular solution to
the inhomogeneous equation

t2y′′ + 3ty′ − 3y = t−1, (13)

such as yp(t)=−1
4 t−1. Thus,

y(p) = C1y1(t) + C2y2(t) + yp(t) = C1t + C2t
−3 − 1

4
t−1

is the general solution of (13).

Finally, a homogeneous system of linear first-order ODEs is an ODE of the form

y′ = A(t)y, y = y(t), (14)

where A=A(t) is an n×n-matrix, possibly dependent on t. If y1 =y1(t), . . . ,yn =yn(t) is a set of
n linearly independent solutions of (8), then

y(t) = C1y1(t) + . . . + Cnyn(t)

is the general solution to (14). As in the previous two cases, the general solution to any inhomo-
geneous system of linear first-order ODEs

y′ = A(t)y + f(t), y = y(t), (15)

has the form y =yh+yp, where yp =yp(t) is a fixed particular solution of (15) and yh =yh(t) is
the general solution of the corresponding homogeneous equation, i.e. (14) with the same A=A(t)
as in (15).

3.2 Existence and Uniqueness Theorems

According to the Existence and Uniqueness Theorem for first-order ODEs, the initial value problem

y′ = f(t, y), y(t0) = y0, (16)

(a) has a solution y=y(t) near t0 if the function f is continuous near (t0, y0);
(b) has a unique solution y=y(t) near t0 if f and ∂f/∂y are continuous near (t0, y0).
Note that the applicability of this theorem to each given IVP depends on both the function y and
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Figure 1: Sketches of Solution Curves for ODEs in (17) and in (18)

the initial condition (t0, y0). Whenever the assumptions of (a) or (b), the IVP is guaranteed to
have a solution or a unique solution. However, even if they are not satisfied, the IVP may still
have a solution or a unique solution.

Example 3.3 (a) For what values of t0 and y0, the IVP

y′ =
√

|t−1|y2/3, y(t0) = y0, (17)

is guaranteed by the Existence and Uniqueness Theorem to have a solution?
The function f = f(t, y) =

√

|t−1|y2/3 is continuous everywhere. Thus, the existence part of the

theorem guarantees that (17) has a solution for all (t0, y0)

(b) For what values of t0 and y0, IVP (17) is guaranteed by the Existence and Uniqueness Theorem
to have a unique solution?
Since ∂f/∂y=(2/3)

√

|t−1|y−1/3, ∂f/∂y is continuous near y 6=0 and is not even defined at y=0.

Thus, the uniqueness part of the theorem guarantees that IVP (17) has a unique solution if y0 6=0
and does not apply if y0 =0.
(c) For what values of t0 and y0, IVP (17) has a solution?

By (a), (17) is guaranteed to have a solution for all (t0, y0)

(d) For what values of t0 and y0, IVP (17) has a unique solution?
By (b), (17) is guaranteed to have a unique solution if y0 6=0. Thus, we need to somehow determine
if (17) has a unique solution for y0 =0. Since the ODE is separable, we can solve it by separating
variables:

y′ =
√

|t−1|y2/3 ⇐⇒ y−2/3dy =
√

|t−1|dt ⇐⇒ 3y1/3 =
2

3

(

g(t) + C),

where g(t) =

{

|t−1|3/2, if t > 1;

−|t−1|3/2, if t < 1.

This separation of variables approach misses the solution y(t)=0. The new solutions we found are
defined for all t = 0. For any t0, the above solution with C = −g(t0) is another solution to (17)

with (t0, y0)=(t0, 0). We conclude that IVP (17) has a unique solution if y0 6=0

Example 3.4 (a) For what values of t0 and y0, the IVP

|t|y′ =
√

|y|, y(t0) = y0, (18)
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is guaranteed by the Existence and Uniqueness Theorem to have a solution?
Before applying the theorem, we need to rewrite the ODE in the normal form:

y′ = |t|−1
√

|y| = f(t, y), y(t0) = y0. (19)

The function f =f(t, y) is continuous near t 6=0 and is not even defined at t=0. Thus, the existence

part of the theorem guarantees that (18) has a solution if t0 6=0 and does not apply if t0 =0.

(b) For what values of t0 and y0, IVP (18) is guaranteed by the Existence and Uniqueness Theorem
to have a unique solution?
By part (a), we only need to consider t0 6=0. Since ∂f/∂y =±1/2t

√

|y|, ∂f/∂y is continuous near
y 6=0 and is not even defined at y =0. Thus, the uniqueness part of the theorem guarantees that
IVP (18) has a unique solution if t0 6=0 and y0 6=0 and does not apply if t0 =0 or y0 =0.

(c) For what values of t0 and y0, IVP (18) has a solution?
By (a), (18) is guaranteed to have a solution if t0 6=0. So, we need to somehow determine if (18)
has a solution for t0 = 0. If y = y(t) is a solution to the ODE (18) and is defined at t = 0, then
0 · y′(0) =

√

|y(0)|. Thus, IVP (18) has no solution if t0 = 0 and y0 6= 0. On the other hand,
y(t) = 0 is a solution to (18) with t0 = 0 and y0 = 0. We conclude that (18) has a solution if

t0 6=0 or (t0, y0)=(0, 0)

(d) For what values of t0 and y0, IVP (18) has a unique solution?
By (a), (18) is guaranteed to have a unique solution if t0 6=0 and y0 6=0. By (c), (18) has no solution
if t0 = 0 and y0 6= 0. So, we need to somehow determine if (18) has a unique solution for y0 = 0.
Since the ODE is separable, we can solve it by separating variables:

|t|y′ =
√

|y| ⇐⇒ dy
√

|y|
=

dt

|t| ⇐⇒ 2h(y) = g(t) + C, where

g(t) =

{

ln t, if t > 0;

− ln |t|, if t < 0;
and h(y) =

{√
y, if y > 0;

−
√

|y|, if y < 0.

From this, we conclude that

y(t) =

{

−1
4

(

ln |t|+C
)∣

∣ ln |t|+C
∣

∣, t ∈ (−∞, 0);
1
4

(

ln |t|+C
)∣

∣ ln |t|+C
∣

∣, t ∈ (0,∞).

This separation of variables approach misses the solution y(t)=0. The new solutions we found are
not defined for t=0 and thus y(t)=0 is the only solution to (18) with (t0, y0)=(0, 0). On the other
hand, if t0 6=0, the above solution with C =− ln |t0| is another solution to (18) with (t0, y0)=(t0, 0).

We conclude that (18) has a unique solution if t0 6=0 and y0 6=0 OR (t0, y0)=(0, 0)

In Example 3.3, the Existence and Uniqueness Theorem predicts all cases when the IVP has a
solution and when it has a unique solution. On the other hand, in Example 3.4, there is one case,
(t0, y0) = (0, 0), in which the IVP has a unique solution, while the theorem cannot be used to
predict even the existence of a solution. We plot solution curves for the ODEs in (17) and in (18)
in Figure 1. There is a solution curve through every point (t0, y0) for which the corresponding IVP
has a solution. Furthermore, solution curves intersect precisely at the points (t0, y0) for which only
the uniqueness property for the corresponding IVP fails.
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The Existence and Uniqueness Theorem for the first-order ODEs applies, word for word, to initial
value problems involving systems of first-order equations. In other words, the initial value problem

y′ = f(t,y), y(t0) = y0,

(a) has a solution y=y(t) near t0 if the function f is continuous near (t0,y0);
(b) has a unique solution y=y(t) near t0 if f and ∂f/∂y are continuous near (t0,y0).
Since many high-order equations and systems of high-order equations can be re-written as systems
of first-order equations, this theorem has implications for the existence and uniqueness of solutions
to initial value problems involving high-order equations and systems of high-order equations.

The general Existence and Uniqueness Theorem makes it possible to approximately sketch solution
curves just by looking at direction fields and to use numerical methods. If ∂f/∂y is not continuous
near (t0, y0), we may not be able to obtain any error estimate for numerical methods that decay
to zero as the step size decreases, as suggested by PS7-Problem F.

4 Systems of Linear Homogeneous ODEs

4.1 General Approach and 2×2 Systems

If A is an n×n matrix, the general solution of the corresponding system of ODEs is given by

y′ = Ay, y = y(t) =⇒ y(t) = etAv, v ∈ Rn

In order to state the solution in an explicit form, we need to either determine the matrix etA, which
is often hard to do directly, or compute the products etAv1, . . . , e

tAvn for a basis v1, . . . ,vn for Rn.
However, in either case, we start by finding the eigenvalues of A.

This section discusses two atypical examples with n=2, including the corresponding phase plane
portraits; for other phase-plane portraits, see Unit 4 Summary. The next section discusses exam-
ples with n=3.

Example 4.1 Find the general solution to the ODE

y′ =

(

2 0
0 2

)

y, y = y(t).

Since this matrix is diagonal, we can easily compute etA:

A =

(

2 0
0 2

)

=⇒ etA =

(

e2t 0
0 e2t

)

= e2tI

=⇒ y(t) = etAv = e2tv = C1e
2t

(

1
0

)

+ C2e
2t

(

0
1

)

v∈R2, C1, C2∈R.

The corresponding phase-plane portrait is shown in the first diagram in Figure 2. In order to sketch
it, it is best to use the second-to-last expression for y(t) above. In this case, each v∈R2 describes a
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Figure 2: Phase-Plane Plots for Examples 4.1 and 4.2

solution curve. If v=0, the corresponding solution “curve” is the origin. If v 6=0, as t changes the
direction of y(t) does not change, but the magnitude increases with t. The corresponding solution
curve moves away from the origin along the ray determined by v.

Example 4.2 Find the general solution to the ODE

y′ =

(

−1 1
1 −1

)

y, y = y(t).

The characteristic polynomial in this case is

λ2 − (tr A)λ + (detA) = λ2 + 2λ = λ(λ+2).

Thus, the eigenvalues are λ1 =0 and λ2 =−2. We next find corresponding eigenvectors v1 and v2:

(

−1−λ1 1
1 −1−λ1

)(

c1

c2

)

=

(

0
0

)

⇐⇒
{

−c1 + c2 = 0

c1 − c2 = 0
⇐⇒ c1 = c2 =⇒ v1 =

(

1
1

)

(

−1−λ2 1
1 −1−λ2

)(

c1

c2

)

=

(

0
0

)

⇐⇒
{

c1 + c2 = 0

c1 + c2 = 0
⇐⇒ c1 = −c2 =⇒ v2 =

(

1
−1

)

Thus, the general solution is given by

y(t) = C1e
λ1tv1 + C2e

λ2tv2 = C1

(

1
1

)

+ C2e
−2t

(

1
−1

)

C1, C2∈R.

The corresponding phase-plane portrait is shown in the second diagram in Figure 2. The solutions
are described by various choices of the constants C1 and C2. As always, the solution “curve”
corresponding to C1 = C2 = 0 is the origin. In this particular case, if C2 = 0, the corresponding
solution “curve” is a single point on the line x= y, and every point on this line is an equilibrium
point. If C2 6= 0, the corresponding solution curve is the ray for v2 that starts at (C1 C1)

t. Note
that this phase-portrait is quite different from that in PS6 9.2:40.
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4.2 3× 3 Systems

Example 4.3 Find the general solution to the ODE

y′ =





1 1 2
0 2 3
0 0 −3



y, y = y(t).

Since A is upper-triangular, λ1 = 1, λ2 = 2, λ3 = −3, and v1 = (1 0 0)t is an eigenvector for λ1.
Eigenvectors for λ2 and λ3 can be found in the usual way, e.g. as in Example 4.5 and in PS6 9.4:14:

v2 =





1
1
0



 v3 =





7
12
−20



 .

Can you verify this directly? Thus, the general solution is

y(t) = C1e
λ1tv1 + C2e

λ2tv2 + C3e
λ3tv3 = C1e

t





1
0
0



 + C2e
2t





1
1
0



 + C3e
−3t





7
12
−20



 .

Example 4.4 Find the general solution to the ODE

y′ =





−1 0 0
1 2 0
1 1 3



y, y = y(t).

Since A is lower-triangular, λ1 = −1, λ2 = 2, λ3 = 3, and v3 = (0 0 1)t is an eigenvector for λ3.
Eigenvectors for λ1 and λ2 can be found in the usual way:

v1 =





6
−2
−1



 v2 =





0
1
−1



 .

Can you verify this directly? Thus, the general solution is

y(t) = C1e
λ1tv1 + C2e

λ2tv2 + C3e
λ3tv3 = C1e

−t





6
−2
−1



 + C2e
2t





0
1
−1



 + C3e
3t





0
0
1



 .

Example 4.5 Find the general solution to the ODE

y′ =





−2 0 0
0 −2 0
1 1 −3



y, y = y(t).
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Since A is lower-triangular, λ1 = λ2 =−2, λ3 =−3, and v3 = (0 0 1)t is an eigenvector for λ3. We
next look for the eigenspace for λ1 =λ2 in the usual way:





−2 − λ1 0 0
0 −2 − λ1 0
1 1 −3 − λ1









c1

c2

c3



 =





0
0
0



 ⇐⇒











0 = 0

0 = 0

c1 + c2 − c3 = 0

=⇒ v1 =





1
0
1



 , v2 =





0
1
1



 .

In this case we are lucky, as the eigenspace for λ1 = λ2 is two-dimensional and we able to find a
basis of eigenvectors of A for R3. Thus, the general solution still is:

y(t) = C1e
λ1tv1 + C2e

λ2tv2 + C3e
λ3tv3 = C1e

−t





1
0
1



 + C2e
−t





0
1
1



 + C3e
−3t





0
0
1



 .

Example 4.6 Find the general solution to the ODE

y′ =





−2 0 0
1 −2 0
0 1 −3



y, y = y(t).

Since A is lower-triangular, λ1 = λ2 =−2, λ3 =−3, and v3 = (0 0 1)t is an eigenvector for λ3. We
next look for the eigenspace for λ1 =λ2:





−2 − λ1 0 0
1 −2 − λ1 0
0 1 −3 − λ1









c1

c2

c3



 =





0
0
0



 ⇐⇒











0 = 0

c1 = 0

c2 − c3 = 0

=⇒ v1 =





0
1
1



 .

In this case we are unlucky, as the eigenspace for λ1 = λ2 is one-dimensional and we unable to
find a basis of eigenvectors of A for R3. We could choose the third basis vector v2 arbitrarily
in R3, as long as it is not a linear combination of v1 and v3, and then use the definition of etA to
compute etAv2. However, it is simpler to choose v2 in the nullspace of (A−λ1I)2, which has to be
two-dimensional:





−2 − λ1 0 0
1 −2 − λ1 0
0 1 −3 − λ1





2 



c1

c2

c3



 =





0
0
0



 ⇐⇒











0 = 0

0 = 0

c1 − c2 + c3 = 0

=⇒ v1 =





0
1
1



 , v2 =





1
1
0



 .

Note that we need to choose v2 so that it is linearly independent of v1. Since v2 is in the nullspace
of (A−λ1I)2, for some a∈R

Av2 = av1 + λ1v2 = av1 + λ1v2 ⇐⇒





−2
−1
1



 = a





0
1
1



 − 2





1
1
0



 .
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From this we find that a=1, and thus

etAv2 = ateλ1tv1 + eλ1tv2 = teλ1tv1 + eλ1tv2.

We conclude that

y(t) = C1e
λ1tv1 + C2e

λ1t
(

tv1+v2

)

+ C3e
λ3tv3

=
(

C1+C2t
)

e−2t





0
1
1



 + C2e
−2t





1
1
0



 + C3e
−3t





0
0
1



 .

Good luck with all your exams.
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