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Abstract. We prove that any two C4 critical circle maps with the same
irrational rotation number and the same odd criticality are conjugate to each

other by a C1 circle diffeomorphism. The conjugacy is C1+α for Lebesgue

almost every rotation number.

1. Introduction

By a critical circle map we mean an orientation preserving C4 circle homeomor-
phism, with exactly one non-flat critical point of odd criticality (see Definition 2.1
below). In 1984 Yoccoz proved that if such a critical circle map has no periodic
points, all its orbits are dense [32]. This implies the following topological rigidity
result: if two critical circle maps have the same irrational rotation number, then
there exists a unique conjugacy between them that sends the critical point to the
critical point.

Numerical observations ([6], [22], [26]) suggested in the early eighties that this
topological conjugacy could be, in fact, a smooth diffeomorphism, at least for
bounded combinatorics. These observations led to the rigidity conjecture, posed
in several works by Lanford ([13], [14]), Rand ([23], [24] and [25], see also [22]) and
Shenker ([26], see also [6]) among others. Our main result is the following:

Theorem A (Rigidity). Let f and g be two C4 circle homeomorphisms with the
same irrational rotation number and with a unique critical point of the same odd
type. Let h be the unique topological conjugacy between f and g that maps the
critical point of f to the critical point of g. Then:

(1) h is a C1 diffeomorphism.
(2) h is C1+α at the critical point of f for a universal α > 0.
(3) For a full Lebesgue measure set of rotation numbers, h is a C1+α diffeo-

morphism.

See [4, Section 4.4] for the definition of the full measure set of rotation numbers
considered in Conclusion (3) of Theorem A. Let us point out that, by a result of

Ávila [1], there exist two real analytic critical circle maps with the same irrational
rotation number and the same criticality that are not C1+β conjugate for any β > 0.
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Many papers have addressed the rigidity problem: see [2], [4], [5], [28], [29], [30],
[31], [1], [12], [11] and [8]. In particular, Theorem A was proven for real analytic
critical circle maps by a series of papers by de Faria-de Melo, Khmelev-Yampolsky
and Khanin-Teplinsky ([5], [12] and [11]).

Moreover, in the C3 category rigidity holds for bounded combinatorics: any
two C3 critical circle maps with the same irrational rotation number of bounded
type and the same odd criticality are conjugate to each other by a C1+α circle
diffeomorphism, for some universal α > 0 [8]. Let us mention that this was the
precise statement of the rigidity conjecture mentioned above.

Remark 1.1. We do not know whether Theorem A holds for C3 dynamics with un-
bounded combinatorics, and we also do not know if rigidity holds on less regularity,
for instance C2+α smoothness, even for bounded combinatorics. Moreover, we do
not know how to deal with critical points of non-integer criticality, not even with
fractional criticality (see Definition 2.1 below).

By the famous rigidity result of Herman, [9], improved by Yoccoz [33], any
real analytic circle diffeomorphisms whose rotation number satisfies a Diophantine
condition is real analytic conjugate to a rotation. We believe that there exist two
real analytic critical circle maps with the same rotation number of bounded type
and the same criticality that are not C2 conjugate.

Theorem A follows from the following theorem, which is our main result on the
dynamics of the renormalization operator acting on the C4 class:

Theorem B (Exponencial convergence in the C2-distance). There exists a uni-
versal constant λ ∈ (0, 1) such that given two C4 critical circle maps f and g
with the same irrational rotation number and the same criticality, there exists
C = C(f, g) > 0 such that for all n ∈ N we have:

d2

(
Rn(f),Rn(g)

)
≤ Cλn ,

where d2 is the C2 distance in the space of C2 critical commuting pairs.

This paper is devoted to prove Theorem B. The fact that Theorem B implies
Theorem A follows from well-known results by de Faria-de Melo [4, First Main
Theorem, page 341] and Khanin-Teplinsky [11, Theorem 2, page 198], and it will
be explained in Section 13.

1.1. Strategy of the proof of Theorem B. A C4 critical circle map f with
irrational rotation number generates a sequence

{
Rn(f)

}
n∈N of commuting pairs of

interval maps, each one being the renormalization of the previous one (see Definition
2.6). To prove Theorem B we need to prove the exponential convergence in the
C2 distance of the orbits generated by two C4 critical circle maps with the same
irrational combinatorics and the same criticality. Roughly speaking, the proof has
three ingredients:

(1) The existence of a sequence {fn}n∈N that belongs to a universal Cω-compact
set of real analytic critical commuting pairs, such that Rn(f) is C3 expo-
nentially close to fn at a universal rate, and both have the same rotation
number (Theorem 11.1).

(2) The uniform exponential contraction of renormalization when restricted
to topological conjugacy classes of real analytic critical commuting pairs
(Theorem 2.8).
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(3) The key lemma (Lemma 4.1): a Lipschitz estimate for the renormalization
operator, when restricted to suitable bounded pieces of topological conju-
gacy classes of infinitely renormalizable C3 critical commuting pairs with
negative Schwarzian derivative.

The fact that (1), (2) and (3) imply Theorem B will be proved in Section 12.
Theorem 11.1 will be obtained in Section 11, based on a previous construction
developed by two of the authors in [8]. Theorem 2.8 was proved by de Faria and
de Melo [5] for rotation numbers of bounded type, and extended by Khmelev and
Yampolsky [12] to cover all irrational rotation numbers.

Our main task in this paper is to prove Lemma 4.1, and its proof will occupy Sec-
tions 5 to 10. For bounded combinatorics, it is not difficult to prove the key lemma
(see [8, Section 3.5]). Let us explain here the main difficulties in the unbounded
case: given an infinitely renormalizable critical commuting pair (see Definition 2.3)
one obtains the domain of its first renormalization by iterating a boundary point of
its original domain (see Definition 2.6). The rotation number of the map determines
the number of iterates involved to obtain the boundary of the renormalization. The
number, denoted by a, plays a delicate role. Denote the obtained boundary point
by xa.

Under the K-controlled and the negative Schwarzian assumptions (see Section 3
for definitions), the geometry of this piece of monotone orbit is precisely described
by a result due to J.-C. Yoccoz (see Lemma 4.3 in Section 4): for large values of
a, most of the points are concentrated in a small area of accumulation, with size
comparable to 1/

√
a.

Now consider two C3 critical commuting pairs which are renormalizable with the
same period a ∈ N. Suppose their C2-distance is ε > 0. Denote the corresponding
new boundary points by x0

a and x1
a. This new boundary points can indeed be

arbitrarily separated. A consequence of this is that renormalization is definitely
not even Hölder continuous on the space of all commuting pairs. However, we
will prove that when one renormalizes two pairs with the same irrational rotation
number, the new boundary points become close. Namely, |x0

a − x1
a| = O(ε). The

systems are said to be synchronized, see Definition 6.9 and the Synchronization
Lemma in Section 9.

If a separation would occur, |x0
a − x1

a| not small, then the a-values of future
renormalization will not be the same. This contradicts the fact that the systems
had the same irrational rotation number.

Observe when the pairs are very close, the a-values of arbitrarily many future
renormalizations will play a role. From this it seems to be an impossible task, to
obtain an estimate for the distance between the new boundary points. A natural
notion of order is introduced in Section 8. One can interpret this order as a cone-field
associated with the unstable direction of renormalization. The rotation number is
monotone with respect to the order. Using the order, synchronization follows.

Synchronization implies that the pieces of orbit involved in defining the bound-
aries of the domains of the renormalization of both pairs are everywhere close
together (Proposition 7.8). This allows to control the branches of the renormaliza-
tions. Hence, renormalization is uniformly Lipschitz on classes of controlled pairs
with the same irrational rotation number (see Section 10).

Remark 1.2. The renormalization theory for critical circle maps was developed
during the late seventies and the eighties (see [6], [13], [14], [22], [23], [24], [25] and
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[26]), in parallel with the renormalization theory of unimodal maps of the interval
(see [21, Chapter VI] and the references therein, see also [18] and [19]). The fact that
the exponential convergence of renormalization for real analytic dynamics implies
the exponential convergence for finitely smooth unimodal maps, was obtained by
the third author and Pinto in the late nineties [20]. Their methods, however, do
not apply for critical circle maps, not even for bounded combinatorics.

One source for this difference is the fact that, for infinitely renormalizable uni-
modal maps, the sum of the lengths of the (cycle of) intervals related to each level
of renormalization goes to zero exponentially fast. This gives a strong control of
the non-linearity, even for C2 dynamics. In the circle case, however, the intervals
involved at each step of renormalization cover the whole circle (see Section 2). In
this case C4 smoothness is needed in order to have C3-bounded orbits of renormal-
ization (see Theorem 3.5) to be able to control the non-linearity with the help of
the Schwarzian derivative.

Another crucial ingredient in [20] is the hybrid lamination, and the fact that its
holonomy is quasi-conformal (see [15] and the references therein). To the best of
our knowledge, no similar structure has been obtained for critical circle maps.

This paper is organized as follows: in Section 2 we briefly review some prelim-
inaries, and introduce the renormalization operator acting on critical commuting
pairs. In Section 3 we define controlled commuting pairs (see Definition 3.3) and
state some of its properties. In Section 4 we state Lemma 4.1 discussed above (the
key lemma), and we also state the Yoccoz’s lemma already mentioned (Lemma 4.3).

In Section 5 we construct a suitable one-parameter family around a critical com-
muting pair, the standard family. These families are transversal to topological
classes, and they may be regarded as unstable manifolds for renormalization (see
especially Proposition 5.8, where we estimate the expansion of renormalization
along these families).

In Section 6 we introduce the notion of synchronization (Definition 6.9) and we
collect several estimates that hold under synchronization (see especially Proposi-
tions 6.16 and 6.17). In Section 7 we prove that the key lemma (Lemma 4.1) holds
under the synchronization assumption (see Proposition 7.8). In Section 8 we define
the already discussed notion of order. In Section 9 we prove the Synchronization
Lemma, and in Section 10 we finally prove Lemma 4.1.

As we said before, in Section 11 we prove Theorem 11.1, and in Section 12 we
finally prove that Theorem B follows from Theorem 11.1, Theorem 2.8 and Lemma
4.1. In Section 13 we give precise references of the fact that Theorem B implies
Theorem A, and in Appendix A we prove Proposition 11.2, stated and used in
Section 11.

Let us fix some notation that we will use along this paper: N, Z, Q, R and C
denotes respectively the set of natural, integer, rational, real and complex numbers.
With S1 we denote the multiplicative group of complex numbers of modulus one,
that is, the unit circle S1 =

{
z ∈ C : |z| = 1

}
. We will identify S1 with R/Z

under the universal covering map π : R → S1 given by π(t) = exp(2πit). We
denote by Hom+(S1) the group (under composition) of orientation preserving circle
homeomorphisms, and by Diffr+(S1) its subgroup of Cr diffeomorphisms for any
r ≥ 1. The function ρ : Hom+(S1) → [0, 1) will denote the rotation number
function. The Euclidean length of an interval I will be denoted by |I|. Uniform
constants will always be denoted by K. Their value might change during estimates.
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2. Preliminaries

Definition 2.1. By a critical circle map we mean an orientation preserving C4

circle homeomorphism f with exactly one critical point c such that, in a neigh-

bourhood of c, the map f can be written as f(t) = f(c) +
(
φ(t)

)2d+1
, where φ is a

C4 local diffeomorphism with φ(c) = 0, and d ∈ N with d ≥ 1. The criticality (or
order, or type, or exponent) of the critical point c is the odd integer 2d+ 1. We also
say that the critical point c is non-flat.

As an example, consider the so-called Arnold’s family, which is the one-parameter

family f̃ω : R→ R given by:

f̃ω(t) = t+ ω −
(

1

2π

)
sin(2πt) for ω ∈ [0, 1).

Since each f̃ω commutes with unitary translation, it is the lift, under the universal
cover t 7→ e2πit, of an orientation preserving real analytic circle homeomorphism,
presenting one critical point of cubic type at 1, the projection of the integers (see
also [3, Section 6] for examples of rational maps).

We will assume along this article that the rotation number ρ(f) = θ in [0, 1) is
irrational, and let [

a0, a1, ..., an, an+1, ...
]

be its continued fraction expansion:

θ = lim
n→+∞

1

a0 +
1

a1 +
1

a2 +
1

. . .
1

an

.

We define recursively the return times of θ by:

q0 = 1, q1 = a0 and qn+1 = anqn + qn−1 for n ≥ 1.

Recall that the numbers qn are also obtained as the denominators of the trun-
cated expansion of order n of θ:

pn
qn

= [a0, a1, a2, ..., an−1] =
1

a0 +
1

a1 +
1

a2 +
1

. . .
1

an−1

.

2.1. Real bounds. Denote by In the interval [c, fqn(c)] and define Pn as:

Pn =
{
In, f(In), ..., fqn+1−1(In)

}⋃{
In+1, f(In+1), ..., fqn−1(In+1)

}
A crucial combinatorial fact is that Pn is a partition (modulo boundary points)

of the circle for every n ∈ N. We call it the n-th dynamical partition of f associated
with the point c. Note that the partition Pn is determined by the piece of orbit:

{f j(c) : 0 ≤ j ≤ qn + qn+1 − 1}
The transitions from Pn to Pn+1 can be described in the following easy way: the

interval In = [c, fqn(c)] is subdivided by the points f jqn+1+qn(c) with 1 ≤ j ≤ an+1
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into an+1 + 1 subintervals. This sub-partition is spreaded by the iterates of f to all
the f j(In) = f j([c, fqn(c)]) with 0 ≤ j < qn+1. The other elements of the partition
Pn, which are the f j(In+1) with 0 ≤ j < qn, remain unchanged.

As we are working with critical circle maps with a single critical point, our
partitions in this article are always determined by the critical orbit.

Theorem 2.2 (real bounds). There exists K > 1 such that given a C3 critical
circle map f with irrational rotation number there exists n0 = n0(f) such that for
all n ≥ n0 and for every pair I, J of adjacent atoms of Pn we have:

K−1|I| ≤ |J | ≤ K|I|.
Moreover, if Df denotes the first derivative of f , we have:

1

K
≤
∣∣Dfqn−1(x)

∣∣∣∣Dfqn−1(y)
∣∣ ≤ K for all x, y ∈ f(In+1) and for all n ≥ n0, and:

1

K
≤
∣∣Dfqn+1−1(x)

∣∣∣∣Dfqn+1−1(y)
∣∣ ≤ K for all x, y ∈ f(In) and for all n ≥ n0.

Theorem 2.2 was proved by Świa̧tek and Herman (see [10], [27], [7] and [4]). The
control on the distortion of the return maps follows from Koebe distortion principle
(see [4, Section 3]). Note that for a rigid rotation we have |In| = an+1|In+1|+|In+2|.
If an+1 is big, then In is much larger than In+1. Thus, even for rigid rotations, real
bounds do not hold in general.

2.2. Critical commuting pairs.

Definition 2.3. A Cr critical commuting pair ζ = (η, ξ) consists of two Cr orien-
tation preserving homeomorphisms η : Iη → η(Iη) and ξ : Iξ → ξ(Iξ) where:

(1) Iη = [0, ξ(0)] and Iξ = [η(0), 0] are compact intervals in the real line;
(2)

(
η ◦ ξ

)
(0) =

(
ξ ◦ η

)
(0) 6= 0;

(3) Dη(x) > 0 for all x ∈ Iη\{0} and Dξ(x) > 0 for all x ∈ Iξ\{0};
(4) The origin is a non-flat critical point for both η and ξ with the same odd

criticality, that is, there exist a positive integer d, an open interval C around
the origin and two orientation preserving Cr diffeomorphisms φ : C → φ(C)

and ψ : C → ψ(C) fixing the origin such that η(x) =
(
φ(x)

)2d+1
+ η(0) for

all x ∈ C ∩ Iη and ξ(x) =
(
ψ(x)

)2d+1
+ ξ(0) for all x ∈ C ∩ Iξ;

(5) The left-derivatives of the composition η ◦ ξ at the origin coincide with the
corresponding right-derivatives of the composition ξ ◦ η at the origin, that
is, for each j ∈ {1, 2, ..., r} we have Dj

−
(
η ◦ ξ

)
(0) = Dj

+

(
ξ ◦ η

)
(0).

Any critical circle map f with irrational rotation number θ induces a sequence

of critical commuting pairs in a natural way: let f̂ be the lift of f to the real line

(for the canonical covering t 7→ e2πit) satisfying Df̂(0) = 0 and 0 < f̂(0) < 1. For

each n ≥ 1 let În be the closed interval in the real line, adjacent to the origin, that
projects under t 7→ e2πit to In. Let T : R → R be the translation x 7→ x + 1, and

define η : În → R and ξ : În+1 → R as:

η = T−pn+1 ◦ f̂qn+1 and ξ = T−pn ◦ f̂qn .
It is not difficult to check that (η|În , ξ|În+1

) is a critical commuting pair, that we

denote by (fqn+1 |In , fqn |In+1
) to simplify notation.
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Figure 1. A commuting pair.

Figure 2. Scheme of a commuting pair.

As pointed out in [4, page 344], the commuting condition (2) in Definition 2.3
actually holds on an open interval around the origin:

Lemma 2.4. There exist open intervals V− ⊇ Iξ and V+ ⊇ Iη and Cr home-

omorphic extensions ξ̂ : V− → ξ̂(V−) ⊂ R and η̂ : V+ → η̂(V+) ⊂ R of ξ and η

respectively, satisfying
(
η̂◦ ξ̂

)
(x) =

(
ξ̂◦ η̂

)
(x) for all x in the open interval C around

the origin given by C =
{
x ∈ V− ∩ V+ : η̂(x) ∈ V− and ξ̂(x) ∈ V+

}
.

Proof of Lemma 2.4. Since the origin is a non-flat critical point of odd criticality
there exists an open interval C around it on which we can extend both η and ξ

to Cr homeomorphisms η̂ : C → A and ξ̂ : C → B, where A is an open interval
around η(0) and B is an open interval around ξ(0) (we may suppose that A, B

and C are pairwise disjoint). Moreover, since the criticality of both η̂ and ξ̂ at the

origin is the same odd integer, the composition ξ̂ ◦ η̂−1 : A → B is actually a Cr

diffeomorphism.
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Let V− = A∪ Iξ ∪C, which is an open interval where Iξ is compactly contained,
and in the same way let V+ = C ∪ Iη ∪B.

Since the composition η ◦ ξ is already defined at the left part of C, the extension
of η defined above (given by the non-flatness of the critical point) allows us to
extend ξ to the left part of A in the following way: for any y ∈ A there exists a
unique x ∈ C such that η̂(x) = y (since A = η̂(C) and η̂ : C → A is invertible)

and then we define ξ̂ : A→ R as ξ̂(y) = η
(
ξ(x)

)
=
(
η ◦ ξ ◦ η̂−1

)
(y) if y < η(0) and

ξ̂(y) = ξ(y) if y ≥ η(0).
By Condition (5) in Definition 2.3, the left-derivatives of the composition η ◦ ξ ◦

η̂−1 at the point η(0) coincide with the corresponding right-derivatives of ξ at η(0),

that is, ξ̂ is of class Cr at the point η(0) (and therefore on the whole domain V−).

Note also that ξ̂ has no critical points on V−\{0} since ξ̂ ◦ η̂−1 : A → B is a Cr

diffeomorphism and η has no critical points in B ∩ Iη by Condition (3).
In the same way, since the composition ξ◦η is already defined at the right part of

C and since ξ is also defined on C, we extend η to the right part of B by imposing

the commuting condition η̂ ◦ ξ̂ = ξ̂ ◦ η̂ on C as before. �

The Möbius metric. Given two critical commuting pairs ζ1 = (η1, ξ1) and ζ2 =
(η2, ξ2) let A1 and A2 be the Möbius transformations such that for i = 1, 2:

Ai
(
ηi(0)

)
= −1, Ai(0) = 0 and Ai

(
ξi(0)

)
= 1 .

Definition 2.5. For any 0 ≤ r < ∞ define the Cr metric on the space of Cr

critical commuting pairs in the following way:

dr(ζ1, ζ2) = max

{∣∣∣∣ ξ1(0)

η1(0)
− ξ2(0)

η2(0)

∣∣∣∣ ,∥∥A1 ◦ ζ1 ◦A−1
1 −A2 ◦ ζ2 ◦A−1

2

∥∥
r

}
where ‖ · ‖r is the Cr-norm for maps in [−1, 1] with one discontinuity at the origin,
and ζi is the piecewise map defined by ηi and ξi:

ζi : Iξi ∪ Iηi → Iξi ∪ Iηi such that ζi|Iξi = ξi and ζi|Iηi = ηi

When we are dealing with real analytic critical commuting pairs, we consider
the Cω-topology defined in the usual way: we say that

(
ηn, ξn

)
→
(
η, ξ
)

if there
exist two open sets Uη ⊃ Iη and Uξ ⊃ Iξ in the complex plane and n0 ∈ N such

that η and ηn for n ≥ n0 extend continuously to Uη, are holomorphic in Uη and we
have

∥∥ηn − η∥∥C0(Uη)
→ 0, and such that ξ and ξn for n ≥ n0 extend continuously

to Uξ, are holomorphic in Uξ and we have
∥∥ξn − ξ∥∥C0(Uξ)

→ 0. We say that a set

C of real analytic critical commuting pairs is closed if every time we have {ζn} ⊂ C
and {ζn} → ζ, we have ζ ∈ C. This defines a Hausdorff topology, stronger than the
Cr-topology for any 0 ≤ r ≤ ∞ (in particular any Cω-compact set of real analytic
critical commuting pairs is certainly Cr-compact also, for any 0 ≤ r ≤ ∞).

The affine metric. Given two critical commuting pairs ζ1 = (η1, ξ1) and ζ2 =
(η2, ξ2) let Lη1 : [0, 1] → Iη1 be Lη1(t) = |Iη1 |t, and let Lξ1 : [−1, 0] → Iξ1 be
Lξ1(t) = |Iξ1 |t. Define in the same way Lη2 and Lξ2 and consider:

dr,Aff(ζ1, ζ2) =

= max

{∣∣∣∣ ξ1(0)

η1(0)
− ξ2(0)

η2(0)

∣∣∣∣ ,∥∥η1 ◦ Lη1 − η2 ◦ Lη2
∥∥
Cr([0,1])

,
∥∥ξ1 ◦ Lξ1 − ξ2 ◦ Lξ2∥∥Cr([−1,0])

}
.



RIGIDITY OF CRITICAL CIRCLE MAPS 9

Both dr and dr,Aff are not metrics but pseudo-metrics, since they are invariant
under conjugacy by homotheties: if α is a positive real number, Hα(t) = αt and
ζ1 = Hα ◦ ζ2 ◦H−1

α , then dr(ζ1, ζ2) = dr,Aff(ζ1, ζ2) = 0. In order to have metrics we
need to restrict to normalized critical commuting pairs (recall that for a commuting

pair ζ = (η, ξ) we denote by ζ̃ the pair (η̃|Ĩη , ξ̃|Ĩξ), where tilde means rescaling by

the linear factor λ = 1
|Iξ| ).

2.3. The renormalization operator. As we just said, for a commuting pair ζ =
(η, ξ) we denote by ζ̃ the pair (η̃|Ĩη , ξ̃|Ĩξ), where tilde means rescaling by the linear

factor λ = 1
|Iξ| . Note that |Ĩξ| = 1 and Ĩη has length equal to the ratio between the

lengths of Iη and Iξ. Equivalently η̃(0) = −1 and ξ̃(0) =
|Iη|
|Iξ| = ξ(0)/

∣∣η(0)
∣∣.

Let ζ = (η, ξ) be a Cr critical commuting pair according to Definition 2.3, and
recall that

(
η ◦ ξ

)
(0) =

(
ξ ◦ η

)
(0) 6= 0. Let us suppose that

(
ξ ◦ η

)
(0) ∈ Iη (just as

in both Figure 1 and Figure 2 above) and define the period χ(ζ) of the commuting
pair ζ = (η, ξ) as a ∈ N if:

ηa+1
(
ξ(0)

)
< 0 ≤ ηa

(
ξ(0)

)
and χ(ζ) = ∞ if no such a exists (note that in this case the map η|Iη has a
fixed point, so when we are dealing with commuting pairs induced by critical circle
maps with irrational rotation number we have finite period). Note also that the
period of the pair (fqn+1 |In , fqn |In+1

) induced by a critical circle maps f is exactly
an+1, where ρ(f) = [a0, a1, a2, ..., an, an+1, ...] (because the combinatorics of f are
the same as for the corresponding rigid rotation). For a pair ζ = (η, ξ) with(
ξ ◦ η

)
(0) ∈ Iη and χ(ζ) = a <∞ note that the pair:(

η|[0,ηa(ξ(0))] , η
a ◦ ξ|Iξ

)
is again a commuting pair, and if ζ = (η, ξ) is induced by a critical circle map:

ζ = (η, ξ) =
(
fqn+1 |In , fqn |In+1

)
we have that: (

η|[0,ηa(ξ(0))] , η
a ◦ ξ|Iξ

)
=
(
fqn+1 |In+2

, fqn+2 |In+1

)
This motivates the following definition (the definition in the case

(
ξ ◦ η

)
(0) ∈ Iξ

is analogous):

Definition 2.6. Let ζ = (η, ξ) be a critical commuting pair with
(
ξ ◦ η

)
(0) ∈ Iη.

We say that ζ is renormalizable if χ(ζ) = a < ∞. In this case we define the
pre-renormalization of ζ as the critical commuting pair:

pR(ζ) =
(
η|[0,ηa(ξ(0))] , η

a ◦ ξ|Iξ
)
,

and we define the renormalization of ζ as the normalization of pR(ζ), that is:

R(ζ) = ˜pR(ζ) =
(
η̃| ˜[0,ηa(ξ(0))]

, ˜ηa ◦ ξ|Ĩξ
)
.

Note in particular that dr
(
pR(ζ0), pR(ζ1)

)
= dr

(
R(ζ0),R(ζ1)

)
for any two crit-

ical commuting pairs ζ0 and ζ1 renormalizable with the same period.
A critical commuting pair is a special case of a generalized interval exchange

map of two intervals, and the renormalization operator defined above is just the
restriction of the Zorich accelerated version of the Rauzy-Veech renormalization for
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interval exchange maps. However we will keep in this article the classical terminol-
ogy for critical commuting pairs.

Figure 3. Two consecutive renormalizations of f , without rescal-

ing (recall that fqn means T−pn ◦ f̂qn , see Section 2.2). In this
example an+1 = 4.

Definition 2.7. Let ζ be a critical commuting pair. If χ(Rj(ζ)) < ∞ for j ∈
{0, 1, ..., n−1} we say that ζ is n-times renormalizable, and if χ(Rj(ζ)) <∞ for all
j ∈ N we say that ζ is infinitely renormalizable. In this case the irrational number
θ whose continued fraction expansion is equal to:[

χ
(
ζ
)
, χ
(
R(ζ)

)
, ..., χ

(
Rn(ζ)

)
, χ
(
Rn+1(ζ)

)
, ...
]

is called the rotation number of the critical commuting pair ζ, and denoted by
ρ(ζ) = θ.

An immediate remark is that when ζ is induced by a critical circle map with
irrational rotation number, the pair ζ is automatically infinitely renormalizable
and both definitions of rotation number coincide: any Cr critical circle map f
with irrational rotation number gives rise to the orbit

{
Rn(f)

}
n≥1

of infinitely

renormalizable Cr critical commuting pairs defined by:

Rn(f) =
(
f̃qn |Ĩn−1

, f̃qn−1 |Ĩn
)

for all n ≥ 1.

For any positive number θ denote by bθc the integer part of θ, that is, bθc ∈ N
and bθc ≤ θ < bθc+ 1. Recall that the Gauss map G : [0, 1]→ [0, 1] is defined by:

G(θ) =
1

θ
−
⌊

1

θ

⌋
for θ 6= 0 and G(0) = 0 ,
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and note that ρ semi-conjugates the renormalization operator with the Gauss map:

ρ
(
Rn(ζ)

)
= Gn

(
ρ(f)

)
for any ζ at least n-times renormalizable. In particular the renormalization operator
acts as a left shift on the continued fraction expansion of the rotation number: if
ρ(ζ) = [a0, a1, ...] then ρ

(
Rn(ζ)

)
= [an, an+1, ...].

2.4. Renormalization of real analytic critical commuting pairs. The main
result on the dynamics of the renormalization operator acting on the real analytic
category that we will need in this paper is the following:

Theorem 2.8 (de Faria-de Melo 2000, Khmelev-Yampolsky 2006). There exists a
universal constant λ in (0, 1) with the following property: given two real analytic
critical commuting pairs ζ1 and ζ2 with the same irrational rotation number and
the same odd type at the critical point, there exists a constant C > 0 such that:

dr
(
Rn(ζ1),Rn(ζ2)

)
≤ Cλn

for all n ∈ N and for any 0 ≤ r <∞. Moreover given a Cω-compact set K of real
analytic critical commuting pairs, the constant C can be chosen the same for any
ζ1 and ζ2 in K.

As we said in Section 1.1, Theorem 2.8 was proved by de Faria and de Melo [5]
for rotation numbers of bounded type, and extended by Khmelev and Yampolsky
[12] to cover all irrational rotation numbers.

2.5. Technical tools. We finish this preliminary section by stating some well-know
distortion estimates that we will use along the text. For intervals M ⊂ T we define
the space of M inside T to be the smallest of the ratios |L|/|M | and |R|/|M |, where
L and R are the left and right components of T \M .

Theorem 2.9 (Koebe’s distortion principle for real maps). Let f : S1 → S1 be a
C3 map, and let S > 0 and τ > 0 be two positive constants. Then there exists a
constant K = K(S, τ, f) > 1 with the following property: if T is an interval in the

unit circle such that fm|T is a diffeomorphism and if
∑m−1
j=0

∣∣f j(T )
∣∣ ≤ S, then for

each interval M ⊂ T for which the space of fm(M) inside fm(T ) is at least τ and
for all x, y ∈M we have that:

1

K
≤
∣∣Dfm(x)

∣∣∣∣Dfm(y)
∣∣ ≤ K .

For a proof of Theorem 2.9 see [21, Section IV.3, Theorem 3.1, page 295]. In
Section 11 we will also need the following two classical results from complex analysis:

Theorem 2.10 (Koebe’s distortion principle for complex maps). If K is a compact
subset of a domain Ω ⊂ C there exists a constant M (depending on K) such that
for every univalent function f on Ω and every pair of points z, w ∈ K we have

1

M
≤ |Df(z)|
|Df(w)|

≤M .

Theorem 2.11 (Koebe’s one-quarter theorem). Let f : D→ C be a univalent map
from the open unit disk into the complex plane such that the origin is an indifferent
fixed point, that is, f(0) = 0 and

∣∣Df(0)
∣∣ = 1. Then the image of f contains the

open disk of radius 1/4 around the origin.
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3. Controlled pairs and real bounds

Definition 3.1. We say that a C3 critical commuting pair ζ = (η, ξ) has negative
Schwarzian if the Schwarzian derivative of both η and ξ are negative in Iη\{0} and
Iξ\{0} respectively.

Recall that the Schwarzian derivative of a C3 map f at a regular point x is
defined as:

Sf(x) =
D3f(x)

Df(x)
− 3

2

(
D2f(x)

Df(x)

)2

.

Remark 3.2. Let ζ be a C3 critical commuting pair with negative Schwarzian. If ζ
is renormalizable, then R(ζ) has negative Schwarzian (this follows at once from the
chain rule for the Schwarzian derivative). In particular if ζ has negative Schwarzian
and is infinitely renormalizable, then Rn(ζ) has negative Schwarzian for all n ∈ N.

Definition 3.3. Let K > 1 and let ζ = (η, ξ) be a normalized C3 critical com-
muting pair which is renormalizable with some period a ∈ N. We say that ζ is
K-controlled if the following seven conditions are satisfied:

• 1/K ≤ ξ(0) ≤ K.
• ξ(0)− η

(
ξ(0)

)
≥ 1/K.

• ηa−1
(
ξ(0)

)
− ηa

(
ξ(0)

)
≥ 1/K.

• ηa
(
ξ(0)

)
≥ 1/K.

• ηa+1
(
ξ(0)

)
≤ −1/K.

• ‖ξ‖C3([−1,0]) ≤ K and ‖η‖C3([0,ξ(0)]) ≤ K.

• Dη(x) ≥ 1/K for all x ∈
[
ηa(ξ(0)), ξ(0)

]
.

Of course if ζ is K0-controlled and K1 ≥ K0, then ζ is also K1-controlled.

Definition 3.4. For K > 1 let K = K(K) be the space of normalized C3 critical
commuting pairs which are K-controlled. For K > 1 and a ∈ N let Ka(K) be
the space of normalized C3 critical commuting pairs which are renormalizable with
period a and K-controlled.

We can restate the real bounds (Theorem 2.2) in the following way:

Theorem 3.5 (Real bounds). There exists a universal constant K0 > 1 with the
following property: for any given C4 critical circle map f with irrational rotation
number there exists n0 = n0(f) ∈ N such that the critical commuting pair Rn(f) is
K0-controlled for any n ≥ n0.

The C4 smoothness is needed in order to have that the critical commuting pair
Rn(f) is C3 bounded for n big enough. For a proof of Theorem 3.5 see [4, Section
3 and Appendix A]. Moreover, we have:

Theorem 3.6. For any given K > 1 there exists n0 = n0(K) ∈ N with the
following property: if ζ is an infinitely renormalizable C3 critical commuting pair
with negative Schwarzian which is K-controlled, then Rn(ζ) is K0-controlled for all
n ≥ n0, where the universal constant K0 > 1 is given by Theorem 3.5.

We will also need the following fact:

Lemma 3.7. Given K > 1 there exists B = B(K) > K with the following property:
let ζ = (η, ξ) be a C3 critical commuting pair which is K-controlled, renormalizable
with some period a ∈ N and such that R(ζ) is C2-bounded by K. Then R(ζ) is
C3-bounded by B.
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Note that the constant B depends only on K, and not on the period of renor-
malization a.

Proof of Lemma 3.7. Let ζ = (η, ξ) be a C3 normalized critical commuting pair
which is renormalizable with some period a ∈ N. For i ∈ {0, ..., a} let xi = ηi(ξ(0)).
Note that xi ∈ Iη = [0, ξ(0)] for all i ∈ {0, ..., a}. Denote by Ii, i ∈ {1, ..., a}, the
fundamental domains of η given by Ii = [ηi(ξ(0)), ηi−1(ξ(0))]. By the commuting
condition I1 = ξ(Iξ) = ξ([−1, 0]). As before, the letter B will denote uniform
constants, their value might change during estimates. We claim first that:

(3.1)
∣∣Sηa(x)

∣∣ ≤ B for all x ∈ I1,

where as before Sηa denotes the Schwarzian derivative of ηa. Indeed, by the K-
control we have

∣∣Sη(y)
∣∣ ≤ B for all y ∈ [xa, x0] =

[
ηa(ξ(0)), ξ(0)

]
and then:

∣∣Sηa(x)
∣∣ ≤ a−1∑

i=0

∣∣Sη(ηi(x))
∣∣×∣∣Dηi(x)

∣∣2 ≤ B a−1∑
i=0

∣∣Dηi(x)
∣∣2 for all x ∈ I1.

By bounded distortion (Theorem 2.9) and the K-control we have that:∣∣Dηi(x)
∣∣ ≤ B

|I1|
×|Ii+1| ≤ B|Ii+1| for all x ∈ I1,

and then we obtain that for all x ∈ I1:∣∣Sηa(x)
∣∣ ≤ B a−1∑

i=0

|Ii+1|2 = B

i=a∑
i=1

|Ii|2

≤ B × max
i∈{1,...,a}

|Ii| ×
i=a∑
i=1

|Ii| ≤ B
∣∣ξ(0)

∣∣2 ≤ B
as was claimed. Note now that by hypothesis we know that:∣∣Dηa(x)

∣∣ ≤ K and
∣∣D2ηa(x)

∣∣ ≤ K for all x ∈ I1.

Moreover, again by bounded distortion and theK-control we also have
∣∣Dηa(x)

∣∣ ≥
1/B for all x ∈ I1, since |I1| and |Ia| are comparable. With this at hand and claim
(3.1) we obtain for all x ∈ I1 that:∣∣D3ηa(x)

∣∣ ≤ ∣∣Dηa(x)
∣∣×∣∣Sηa(x)

∣∣+
3

2

∣∣D2ηa(x)
∣∣2∣∣Dηa(x)
∣∣ ≤ BK +

3

2
BK2 .

Since ‖ηa‖C2(I1) ≤ K by hypothesis, we obtain that ‖ηa‖C3(I1) ≤ B. Finally,

from pR(ζ) =
(
η|[0,ηa(ξ(0))], η

a ◦ ξ|Iξ
)

and the fact that ζ is K-controlled we obtain

that the critical commuting pair R(ζ) is C3-bounded by B. �

Remark 3.8. Let ζ = (η, ξ) be a C3 critical commuting pair which is renormalizable
with period a and K0-controlled, and denote by Nη the non-linearity of η (see
Section 7). Then Nη is Lipschitz continuous in

[
ηa(ξ(0)), ξ(0)

]
with some universal

constant K(K0) > 1. Indeed, this comes from the identity:

D(Nη) =
D3η

Dη
−
(
D2η

Dη

)2

= Sη +
1

2

(
Nη
)2
,

where as before Sη denotes the Schwarzian derivative of η. Note that actually
Nη is C1-bounded in

[
ηa(ξ(0)), ξ(0)

]
whenever ζ ∈ Ka. Moreover, if ζ, ζ̃ ∈ Ka



14 PABLO GUARINO, MARCO MARTENS, AND WELINGTON DE MELO

and x ∈ J =
[
ηa(ξ(0)), ξ(0)

]
∩
[
η̃a(ξ̃(0)), ξ̃(0)

]
we have that

∣∣Nη(x) − Nη̃(x)
∣∣ ≤

K‖η − η̃‖C2(J,R).

Finally, it is not difficult to prove that given K0 > 1 there exists K = K(K0) > 1
such that both metrics d2 and d2,Aff are Lipschitz equivalent, with constantK, when
restricted to normalized K0-controlled C3 critical commuting pairs. This allows us
to use both metrics on our estimates.

4. Lipschitz continuity

Sections 5 to 10 of this paper are devoted to prove the following:

Lemma 4.1 (Key lemma). For any given K > 1 there exist two constants ε0 =
ε0(K) ∈ (0, 1) and L = L(K) > 1 with the following property: let ζ0 and ζ1 be
two infinitely renormalizable normalized C3 critical commuting pairs which are K-
controlled, both ζ0 and ζ1 have negative Schwarzian, ρ(ζ0) = ρ(ζ1) ∈ [0, 1]\Q and
d2(ζ0, ζ1) < ε0. Then we have:

d2

(
R(ζ0),R(ζ1)

)
≤ Ld2(ζ0, ζ1),

where d2 denotes the C2 distance in the space of C2 critical commuting pairs.

We remark that the Lipschitz constant L given by Lemma 4.1 depends only on
K, it do not depends on the common combinatorics of the critical pairs ζ0 and ζ1.

Let ζ = (η, ξ) be a C3 K-controlled critical commuting pair which is renormal-
izable with some period a ∈ N. As before (see the proof of Lemma 3.7 in Section
3) we will use the following notation: for i ∈ {0, ..., a} let xi = ηi(ξ(0)). Note
that xi ∈ Iη = [0, ξ(0)] for all i ∈ {0, ..., a}. Denote by Ii, i ∈ {1, ..., a}, the
fundamental domains of η given by Ii = [ηi(ξ(0)), ηi−1(ξ(0))]. By the commuting
condition I1 = ξ(Iξ) = ξ([−1, 0]). The following result due to J.-C. Yoccoz plays a
fundamental role in our analysis:

Lemma 4.2 (Yoccoz’s Lemma). Assume that ζ has negative Schwarzian, and let
N ∈ {1, ..., a} defined by xN+1 ≤ p ≤ xN . Then we have:

(4.1) |Ii| �
1

i2
for i ∈ {1, ..., N}, and |Ii| �

1

(a− i)2
for i ∈ {N, ..., a− 1}.

Moreover:

• N � a, that is, there exist two constants δ0 = δ0(K) and δ1 = δ1(K) with
0 < δ0 ≤ δ1 < 1 such that δ0 a ≤ N ≤ δ1a.
•
∣∣xi − p∣∣ �∑j=N

j=i+1
1
j2 �

1
i+1 for all i ∈

{
1, ..., ba2 c

}
.

Since N � a we can restate (4.1) in the following way (see [4, Section 4.1, page
354]):

Lemma 4.3 (Yoccoz’s Lemma). Assume that ζ has negative Schwarzian. There
exists K = K(K) > 1 such that for all i ∈ {1, ..., a} we have:

1

K

1

min{i, a− i}2
≤ |Ii| ≤ K

1

min{i, a− i}2
.

For a proof of Yoccoz’s Lemma see [4, Appendix B, page 386].
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5. Standard families

Fix K0 > 1 and let K be the space of normalized C3 critical commuting pairs
which are K0-controlled (see Definition 3.3 in Section 3). We will consider in this
section a C3 critical commuting pair ζ = (η, ξ) with negative Schwarzian that
belongs to K which is renormalizable with period a ∈ N. For such a pair we will
construct/define the corresponding standard family.

5.1. Glueing procedure and translations. In the notation of the proof of Lemma
2.4 in Section 2 we have:

Lemma 5.1. There exists s0 = s0(K) > 0 such that for any ζ = (η, ξ) ∈ K both
components of A\

{
η(0)

}
and both components of B \

{
ξ(0)

}
have Euclidean length

greater than or equal to s0.

Proof of Lemma 5.1. There exist positive constants δ and ρ (depending only on K0)
such that both components of C\{0} have Euclidean length greater than or equal to
δ, infC{Dφ} > ρ and infC{Dψ} > ρ. Then it is enough to take 0 < s0 < (δρ)2d+1,
where the integer 2d + 1 is the criticality of η and ξ at the origin (See Condition
(4) in Definition 2.3). �

Still in the notation of the proof of Lemma 2.4 let M = V−∪V+/ ∼ where x ∼ y
if x ∈ A, y ∈ B and ξ̂(x) = η̂(y). Note that η(0) ∼ ξ(0) by the commuting condition
(2) in Definition 2.3. Let p : V− ∪ V+ → M be the canonical projection for the
identification ∼, and note that M is a compact boundaryless one-dimensional C3

manifold since the map η̂−1 ◦ ξ̂ : A→ B is a C3 diffeomorphism (it can be proved
that p is the restriction of a C3 covering map from the real line to M , but this fact
will not be needed in this paper).

Lemma 5.2. There exists a C3 diffeomorphism ψ : M → S1 such that defining
P : V−∪V+ → S1 as P = ψ◦p we have that for all x, y ∈ A∩Iξ, for all x, y ∈ B∩Iη
and for all x, y ∈ (Iξ ∪ Iη)\(A ∪B):

|x− y|
K

≤ d
(
P (x), P (y)

)
≤ K|x− y|

for some universal constant K = K(K) > 1, where d denotes the Euclidean distance
in the unit circle.

From now on let P : V−∪V+ → S1 be the C3 map defined in Lemma 5.2. Given
t ∈ R we define the translation by t on Iξ ∪ Iη to be the C3 map T : Iξ ∪ Iη ×R→
Iξ ∪ Iη given by: (

P ◦ Tt
)
(x) = e2πitP (x) ,

that is, T (x, t) = Tt(x) = P−1
(
e2πitP (x)

)
, whenever is clear which preimage under

P we choose for points in P (A). In particular T0 is the identity on Iξ ∪ Iη. Note
also that:

∂T

∂t
(x, t) =

1

DP
(
Tt(x)

) and
∂T

∂x
(x, t) =

DP (x)

DP
(
Tt(x)

) ,
and from Lemma 5.2 we get that 1

K ≤
∂T
∂t (x, t) ≤ K for all x ∈ Iξ ∪ Iη.
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5.2. Standard families of commuting pairs. By Condition (5) in Definition

2.3 the discontinuous piecewise smooth map f̃ζ : Iξ ∪ Iη → Iξ ∪ Iη given by:

f̃ζ(x) =

{
ξ(x) for x ∈ Iξ
η(x) for x ∈ Iη

projects under p to a C3 homeomorphism of the quotient manifold M , and then it
projects under P to a C3 critical circle map fζ in S1.

By Lemma 5.1 and Lemma 5.2 above, the Euclidean length of both components
of P (A)\

{
fζ
(
P (0)

)}
in S1 is bounded from below by some positive constant l0,

universal in K. For t ∈ W = (−l0, l0) let ft : S1 → S1 be the C3 critical circle
map given by ft(z) = e2πitfζ(z), and note that f0 = fζ . Since the critical value of
ft (which is e2πitfζ

(
P (0)

)
) belongs to P (A) we can lift each ft up to a C3 critical

commuting pair ζt = (ηt, ξt) with:

ξt(x) =
(
Tt ◦ ξ0

)
(x) = T

(
ξ0(x), t

)
and ηt(x) =

(
Tt ◦ η0

)
(x) = T

(
η0(x), t

)
.

Note that:

∂ξt
∂t

(x) =
1

DP
(
ξt(x)

) and
∂ηt
∂t

(x) =
1

DP
(
ηt(x)

) .
Lemma 5.3. There exists K(K) > 1 such that |t|/K ≤ d2(ζ0, ζt) ≤ K|t| for all
t ∈W .

Now let Wa ⊂ W be the set of all t ∈ W such that ζt is renormalizable with
period a, that is:

Wa =

{
t ∈W :

⌊
1

ρ(ζt)

⌋
=

⌊
1

ρ(ζ0)

⌋
= a

}
.

Lemma 5.4. There exists a0(K) ∈ N such that if a ≥ a0 we have that Wa ⊂ W .
If we denote the boundary points of Wa by −wa− and wa+, that is, Wa = [−wa−, wa+],
we have that:

ηa+1
−wa−

(
ξ−wa−(0)

)
= 0 and ηawa+

(
ξwa+(0)

)
= 0 .

Proof of Lemma 5.4. By Lemma 5.2 there exists a universal upper bound K > 0
for the first derivative of P in V− ∪ V+. By Yoccoz’s Lemma (Lemma 4.3) it is

enough to take a0 &
(
K/|W |

)1/2
in order to have |W | & K/a2

0. The assertion
about the boundary of Wa follows by combinatorics. �

Corollary 5.5. Let a0 = a0(K) ∈ N given by Lemma 5.4. Let ζ be a normalized C3

critical commuting pairs that belongs to K which is renormalizable with period a ≥
a0. Given x ∈

[
0, ηa

(
ξ(0)

)]
there exists tx ≤ 0 in Wa(ζ) such that ηatx

(
ξtx(0)

)
= x.

Finally, let V = [−v−, v+] ⊂Wa defined by:

ηa+1
−v−

(
ξ−v−(0)

)
= −1/K2

0 and ηav+
(
ξv+(0)

)
= 1/K2

0 .

Lemma 5.6. For any t ∈ V and any k ∈ {1, ..., a − 1} the C3 diffeomorphism

ηa−kt : Ik(t)→ Ia(t) has universally bounded distortion.

Here Ii(t) =
[
xi(t), xi−1(t)

]
for all i ∈ {1, ..., a}.

Proof of Lemma 5.6. Combine Koebe’s distortion principle (Theorem 2.9) with the
K-control. �
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Lemma 5.7. Let a0 = a0(K) ∈ N given by Lemma 5.4. Let ζ0 = (η0, ξ0) and ζ1 =
(η1, ξ1) be two normalized C3 critical commuting pairs that belong to K which are
renormalizable with the same period a ≥ a0. Then there exists t0 ∈ V (ζ0) ⊂Wa(ζ0)
such that:

ηat0
(
ξt0(0)

)
= ηa1

(
ξ1(0)

)
and d2(ζ0, ζt0) ≤ Kd2(ζ0, ζ1),

where the constant K = K(K) > 1 is given by Lemma 5.3.

⇣0

⇣t0

⌘t0
(0)⌘0(0)

⌘0�⇠0(0)

⌘t0 �⇠t0(0)

⇠t0
(0)⇠0(0)

1

Figure 4. Standard families of critical commuting pairs (in this
figure, the period of ζ0 is equal to 3, while the period of ζt0 is 8).

Proof of Lemma 5.7. We may suppose that ηa0
(
ξ0(0)

)
≥ ηa1

(
ξ1(0)

)
, that is, ηa1

(
ξ1(0)

)
belongs to the interval

[
1/K0, η

a
0

(
ξ0(0)

)]
⊂ [1/K0,K0]. By Corollary 5.5 there ex-

ists t0 < 0 in V (ζ0) such that ηat0
(
ξt0(0)

)
= ηa1

(
ξ1(0)

)
. Note that ηa+1

t0

(
ξt0(0)

)
≤

ηa+1
0

(
ξ0(0)

)
≤ −1/K0 < −1/K2

0 . Now let K = K(K) > 1 given by Lemma 5.3. We
claim that |t0| ≤ Kd2(ζ0, ζ1). Indeed, if |t0| > Kd2(ζ0, ζ1) we would have ξt0 < ξ1
and ηt0 < η1 in the corresponding intersections of domains, but this implies that
ηat0
(
ξt0(0)

)
< ηa1

(
ξ1(0)

)
which is a contradiction. Then |t0| ≤ Kd2(ζ0, ζ1) and we

are done. �

5.3. Renormalization of standard families. As before, fix K0 > 1 and let K
be the space of normalized C3 critical commuting pairs which are K0-controlled
(see Definition 3.3 in Section 3). Again we consider in this section a normalized
C3 critical commuting pair ζ = (η, ξ) in K with negative Schwarzian, which is
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renormalizable with some period a ∈ N. Let V (ζ) be the parameter interval for
the standard family around ζ constructed in Section 5.2, and consider the one-
parameter family of C3 critical commuting pairs given by Gt = pR(ζt) for each
t ∈ V , that is, Gt is the pre-renormalization of ζt (see Definition 2.6 in Section 2).

Proposition 5.8. There exists K = K(K) > 1 such that for all t ∈ V and for all
x in the domain of Gt we have:

∂Gt
∂t

(x) � a3 if x < 0, and
∂Gt
∂t

(x) � 1 if x > 0.

⇣0

⇣t0

⌘t0
(0)⌘0(0)

⌘0�⇠0(0)

⌘t0 �⇠t0(0)

⇠t0
(0)⇠0(0)

1

Figure 5. Both critical commuting pairs of Figure 4, and their renormalizations.

Proof of Proposition 5.8. Note first that for t ∈ V and x ∈ Iξt we have the identity:
(5.1)

∂Gt
∂t

(x) =
∂ξt
∂t

(x)Dηat
(
ξt(x)

)
+

k=a∑
k=1

∂T

∂t

(
η0

(
ηk−1
t

(
ξt(x)

))
, t
)
Dηa−kt

(
ηkt
(
ξt(x)

))
.

Indeed, fix x ∈ Iξt and for each j ∈ {0, 1, ..., a} let yj(t) = ηjt
(
ξt(x)

)
. Note

that y0(t) = ξt(x) and ya(t) = Gt(x) for x < 0. Since yj+1(t) = ηt
(
yj(t)

)
=



RIGIDITY OF CRITICAL CIRCLE MAPS 19

T
(
η0

(
yj(t)

)
, t
)

for all j ∈ {0, 1, ..., a− 1} we see that:

y′j+1(t) = y′j(t)
∂T

∂x

(
η0

(
yj(t)

)
, t
)
Dη0

(
yj(t)

)
+
∂T

∂t

(
η0

(
yj(t)

)
, t
)

(5.2)

= y′j(t)Dηt
(
yj(t)

)
+
∂T

∂t

(
η0

(
yj(t)

)
, t
)
,

since from ηt(x) = T
(
η0(x), t

)
we get Dηt(x) = ∂T

∂x

(
η0(x), t

)
Dη0(x). By induction

on (5.2) we obtain that for all j ∈ {1, ..., a}:

y′j(t) = y′0(t)

j−1∏
l=0

Dηt
(
yl(t)

)
+

j−1∑
k=1

∂T

∂t

(
η0

(
yk−1(t)

)
, t
) j−1∏
l=k

Dηt
(
yl(t)

)
+
∂T

∂t

(
η0

(
yj−1(t)

)
, t
)

= y′0(t)Dηjt
(
y0(t)

)
+

j−1∑
k=1

∂T

∂t

(
η0

(
yk−1(t)

)
, t
)
Dηj−kt

(
yk(t)

)
+
∂T

∂t

(
η0

(
yj−1(t)

)
, t
)

= y′0(t)Dηjt
(
y0(t)

)
+

k=j∑
k=1

∂T

∂t

(
η0

(
yk−1(t)

)
, t
)
Dηj−kt

(
yk(t)

)
.

In particular:

∂Gt
∂t

(x) = y′a(t) = y′0(t)Dηat
(
y0(t)

)
+

k=a∑
k=1

∂T

∂t

(
η0

(
yk−1(t)

)
, t
)
Dηa−kt

(
yk(t)

)
,

and then we obtain for all t ∈ V and all x ∈ Iξt the desired identity (5.1). Now by
Lemma 5.2, the K0-control and Lemma 5.6 we have:

0 ≤ ∂ξt
∂t

(x)Dηat
(
ξt(x)

)
=

(
Dη0

(
ηa−1
t (ξt(x))

)
DP

(
η0

(
ηa−1
t (ξt(x))

))
DP

(
ξt(x)

)
DP

(
ηat
(
ξt(x)

)) )
Dηa−1

t

(
ξt(x)

)
≤ KDη0

(
ηa−1
t (ξt(x))

)
Dηa−1

t

(
ξt(x)

)
≤ K

∣∣Ia(t)
∣∣∣∣I1(t)
∣∣ ≤ K.

On the other hand, for all k ∈ {1, ..., a} we have:

∂T

∂t

(
η0

(
ηk−1
t

(
ξt(x)

))
, t
)

=
1

DP
(
ηkt
(
ξt(x)

)) ∈ [ 1

K
,K

]
again by Lemma 5.2. Therefore, it follows from (5.1) that for any x < 0 we have:

∂Gt
∂t

(x) �
a−1∑
k=1

Dηa−kt

(
ηkt
(
ξt(x)

))
whenever a > 1.

Again by Lemma 5.6 (bounded distortion) and the K0-control we have that:

∂Gt
∂t

(x) �
a−1∑
k=1

|Ia(t)|
|Ik(t)|

�
a−1∑
k=1

1

|Ik(t)|
.
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Therefore, by Yoccoz’s lemma (Lemma 4.3) we obtain:

∂Gt
∂t

(x) �
a−1∑
k=1

min{k, a− k}2 � a3 for any x < 0.

Finally, recall that for x ∈
[
0, ηat

(
ξt(0)

)]
we have Gt(x) = ηt(x) and then:

∂Gt
∂t

(x) =
∂ηt
∂t

(x) =
1

DP
(
ηt(x)

) ∈ [ 1

K
,K

]
by Lemma 5.2. �

With Proposition 5.8 at hand we obtain:

Corollary 5.9. There exists K(K) > 1 such that for all t ∈ V and x, y ∈ Iξt we
have: ∣∣∂Gt

∂t (x)
∣∣∣∣∂Gt

∂t (y)
∣∣ ≤ K .

In particular: ∣∣Gt(x)−G0(x)
∣∣∣∣Gt(y)−G0(y)
∣∣ =

∣∣ηat (ξt(x)
)
− ηa0

(
ξ0(x)

)∣∣∣∣ηat (ξt(y)
)
− ηa0

(
ξ0(y)

)∣∣ ≤ K
for all t ∈ V \{0} and x, y ∈ Iξt ∩ Iξ0 =

[
max{η0(0), ηt(0)}, 0

]
.

6. Orbit Deformations

We start this section with the following observation:

Lemma 6.1. Given K0 > 1 there exist a0 = a0(K0) ∈ N and K = K(K0) > 1
with the following property: let ζ = (η, ξ) be a normalized C3 critical commuting
pair with negative Schwarzian which is K0-controlled and renormalizable with some
period a ≥ a0. Then there exists a unique p in Iη such that

∣∣η(p)− p
∣∣ ≤ ∣∣η(x)− x

∣∣
for all x ∈ Iη. Moreover, the point p belongs to the interior of Iη, Dη(p) = 1 and
D2η(p) < −1/K < 0.

Proof of Lemma 6.1. Since ζ is renormalizable we know that x > η(x) for all x ∈ Iη.
From the continuity of η and the compactness of its domain Iη, we obtain the
existence of a point p such that 0 <

∣∣η(p)− p
∣∣ ≤ ∣∣η(x)− x

∣∣ for all x ∈ Iη.

We claim first that if a0 > K2
0 and a ≥ a0, then p belongs to the interior of

Iη. Indeed, note first that the (positive) difference Id−η equals |Iξ| at the origin,
and equals

∣∣ξ(Iξ)∣∣ at the point ξ(0). In both cases it is greater than 1/K0, by the
K0-control hypothesis. If p is one of the boundary points of Iη, we would have∣∣η(x) − x

∣∣ ≥ 1/K0 for all x ∈ Iη, and since the period of ζ is a, we would have
a/K0 < |Iη|. On the other hand, again by the K0-control hypothesis, we have
a0 > K2

0 > K0|Iη| and then |Iη| < a0/K0, which gives the desired contradiction.
With the claim at hand we clearly have Dη(p) = 1 and D2η(p) ≤ 0.
Uniqueness of p follows at once from the Minimum Principle for maps with

negative Schwarzian derivative (see [21, Section II.6, Lemma 6.1] for its statement).
Now we claim that D2η(p) is strictly negative. Indeed, if D2η(p) = 0 we would

have D3η(p) = Sη(p) < 0, and then it would exist δ0 > 0 such that D2η(x) > 0
for all x ∈ (p − δ0, p). But then it would exist 0 < δ1 ≤ δ0 such that

∣∣η(x) − x
∣∣ <∣∣η(p)− p

∣∣ for all x ∈ (p− δ1, p), which gives the desired contradiction.
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Finally, the fact that D2η(p) is uniformly bounded away from zero (by a constant
depending only on K0) follows from (the proof of) Yoccoz’s lemma (Lemma 4.3),
see [4, Appendix B, pages 386-389]. �

Throughout this section fix K0 > 1 and let K be the space of normalized C3

critical commuting pairs which are K0-controlled (see Definition 3.3 in Section 3).

Let ζ = (η, ξ) and ζ̃ = (η̃, ξ̃) be two C3 critical commuting pairs with negative
Schwarzian that belong to K which are renormalizable with the same period a ∈ N.
Denote by ε > 0 the C2 distance between ζ and ζ̃, that is, ε = d2(ζ, ζ̃). We will
assume that ε < ε0, where ε0 > 0 will be fixed later in this section. Moreover, we
will only consider in this section the special situation when:

1) Iη = Iη̃ and Iξ = Iξ̃ = [−1, 0],

2) p = p̃ where Dη(p) = Dη̃(p̃) = 1 (see Lemma 6.1 above).

Let H : Iη → [−ε, ε] ⊂ R be defined by H(x) = η(x)− η̃(x) and let

h = H(p).

Observe that for every x ∈ Iη we have:

(6.1)
∣∣H(x)

∣∣ ≤ |h|+ ε(x− p)2,

and

(6.2)
∣∣DH(x)

∣∣ ≤ ε|x− p|.
Indeed, given x ∈ Iη there exists y ∈ Iη such that DH(x) = D2H(y)(x− p) and

then
∣∣DH(x)

∣∣ =
∣∣D2H(y)

∣∣|x − p| ≤ ε|x − p|, and there exists also z ∈ [p, x] ⊂ Iη
such that H(x) = h + DH(z)(x − p) and then

∣∣H(x)
∣∣ ≤ |h| + ∣∣DH(z)

∣∣|x − p| ≤
|h|+ ε(x− p)2.

As before we will use the following notation: for i ∈ {0, ..., a} let xi = ηi(ξ(0)).

Note that xi ∈ Iη = [0, ξ(0)] for all i ∈ {0, ..., a}. Define x̃i = η̃i(ξ̃(0)) simi-
larly. Denote by Ii, i ∈ {1, ..., a}, the fundamental domains of η given by Ii =
[ηi(ξ(0)), ηi−1(ξ(0))]. By the commuting condition I1 = ξ(Iξ) = ξ([−1, 0]). Define

Ĩi similarly. Let us state some consequences of Yoccoz’s Lemma (Lemma 4.3):

Lemma 6.2. There exists K0 = K0(K) > 1 such that for any ζ ∈ K renormalizable
with period a ∈ N, and for any b <

⌊
a
2

⌋
we have:

|xb − xa−b| ≤
K0

b
.

The constant K0 does not depend on the period a.

Proof of Lemma 6.2. By Yoccoz’s Lemma (Lemma 4.3) we have:

|xb − xa−b| =
i=a−b∑
i=b+1

|Ii| ≤ K

(
i=a−b∑
i=b+1

1

min{i, a− i}2

)
.

To finish, note that:
i=a−b∑
i=b+1

1

min{i, a− i}2
≤ 2

b
.
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Indeed, by symmetry it is enough to prove that:

i=ba/2c∑
i=b+1

1

min{i, a− i}2
≤ 1

b
,

and this follows from elementary calculus:

i=ba/2c∑
i=b+1

1

min{i, a− i}2
=

i=ba/2c∑
i=b+1

1

i2
≤
∫ ba/2c
b

dt

t2
≤
∫ +∞

b

dt

t2
=

1

b
.

�

Another consequence of Yoccoz’s lemma is the following:

Lemma 6.3. There exists b = b(K) ∈ N such that x̃Ñ−b ≥ xN−1 and x̃Ñ+b ≤ xN+2.

The distance between corresponding critical iterates of ζ and ζ̃ will be denoted
by ∆xi, that is:

∆xi = x̃i − xi = η̃i
(
ξ̃(0)

)
− ηi

(
ξ(0)

)
for all i ∈ {0, 1, ..., a}.

Lemma 6.4. There exists K = K(K) > 0 such that for i ≤ min
{
ba/2c, N−b, Ñ−

b
}

we have:

|∆xi| ≤ K
(
|h| · i+

ε

i

)
.

Proof of Lemma 6.4. Let x0 = ξ(0) = ξ̃(0) be the common critical value of ξ and ξ̃,
which is the right boundary point of Iη = Iη̃. Recall that, by definition, xi = ηi(x0)
and x̃i = η̃i(x0) for all i ∈

{
1, ..., a

}
. We will consider the case xba/2c ≤ x̃ba/2c. Note

that for any i ∈
{

1, ..., ba/2c
}

and any k ∈ {0, ..., i− 1} we have by combinatorics:

xa−i+k+1 ≤ xba/2c+1 < xba/2c ≤ x̃ba/2c ≤ x̃k+1 < x̃k .

Therefore xba/2c+1 < η(x̃k) and then xa−i+k+1 < η(x̃k), that is, both points

η
(
η̃k(x0)

)
and η̃k+1(x0) lie to the right of the point xa−i+k+1. In particular the

iterate ηi−k−1 is well defined in the interval with boundary points η
(
η̃k(x0)

)
and

η̃k+1(x0). This allows us to use a simple telescopic trick and the mean-value theorem
in order to write for any i ∈

{
1, ..., ba/2c

}
:

|∆xi| =

∣∣∣∣∣
i−1∑
k=0

(
ηi−k−1

(
η
(
η̃k(x0)

))
− ηi−k−1

(
η̃k+1(x0)

))∣∣∣∣∣(6.3)

≤
i−1∑
k=0

∣∣Dηi−k−1(yk)
∣∣∣∣H(η̃k(x0)

)∣∣,
where for each k ∈ {0, ..., i − 1} the point yk lies between η

(
η̃k(x0)

)
and η̃k+1(x0)

(the points y0, y1, ..., yi−1 depends also on each fixed i, but we will denote them
just by yk to simplify the notation). From (6.1) and Lemma 4.2 we get that:

(6.4)
∣∣H(η̃k(x)

)∣∣ ≤ |h|+ Kε

(k + 1)2
.
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For each k ∈ {0, ..., i − 1} let us denote Dk =
∣∣Dηi−k−1(yk)

∣∣. Our goal is,
therefore, to estimate the sum:

(6.5)
∣∣ηi(x)− η̃i(x)

∣∣ ≤ i−1∑
k=0

Dk

(
|h|+ Kε

(k + 1)2

)
.

For each k ∈ {0, ..., i − 1} let m = m(k) ∈ {1, ..., a} be such that yk ∈ Im(η),
where Im(η) =

[
ηm(x), ηm−1(x)

]
as before. Since we are assuming xba/2c ≤ x̃ba/2c

we have that m ≤ a/2 + 1. We claim that m(k) � k for all k ∈ {0, ..., i− 1}, more
precisely:

Claim 6.5. There exists C = C(K) > 1 such that k
C < m < Ck for all k ∈

{0, ..., i− 1} and for all i ∈
{

1, ..., ba/2c
}

.

Proof of Claim 6.5. From Lemma 4.2 we know that |yk − p| � 1
m , and then it is

enough to prove that |yk − p| � 1
k . Recall that d2(ζ, ζ̃) < ε0, where ε0 > 0 will be

fixed later in the proof. On one hand |yk − p| ≤
∣∣η̃k(x0) − p

∣∣ � 1
k . On the other

hand, since i ≤ min
{
N−b, Ñ−b

}
, the point p does not belong to the interval with

boundary points η
(
η̃k(x0)

)
and η̃k+1(x0), and then:

|yk − p| ≥ min
{∣∣η̃k+1(x0)− p

∣∣, ∣∣η(η̃k(x0)
)
− p
∣∣}

=
∣∣η̃k+1(x0)− p

∣∣− ∣∣η(η̃k(x0)
)
− η̃k+1(x0)

∣∣
=
∣∣η̃k+1(x0)− p

∣∣− ∣∣H(η̃k(x0)
)∣∣.

From (6.4) we get
∣∣H(η̃k(x0)

)∣∣ ≤ K
(
|h| + ε

(k+1)2

)
≤ K

(k+1)2 since |h| ≤ K/a2

by Yoccoz’s lemma (indeed, by Lemma 4.3, the length of the fundamental domain(
η(p), p

)
is bounded by 1/a2, up to a multiplicative constant. That is, both p−η(p)

and p− η̃(p) are bounded by 1/a2 up to a multiplicative constant, and then |h| ≤
K/a2). Therefore:

|yk − p| ≥
1

K

(
1

k + 1
− K2

(k + 1)2

)
=

1

K

(
1− K2

k + 1

)
k

k + 1

1

k
≥ 1

4k

if k ≥ 2K2 + 1 and then |yk − p| � 1
k in this case. We choose ε0 > 0 in order to

have that if k ≤ 2K2 + 1 then both η̃k+1(x) and η(η̃k(x)) belong to the interval[
η̃k+2(x), η̃k(x)

]
and again |yk − p| � 1

k as we wanted to prove. �

We have two claims regarding the values of Dk:

Claim 6.6. There exists K = K(K) > 0 such that for all k ∈ {0, ..., i − 1} and
i ∈ {1, ..., a/2} we have Dk ≤ K.

Proof of Claim 6.6. By bounded distortion and Yoccoz’s lemma we know that:∣∣Dηi−k−1(yk)
∣∣ � ∣∣Im+i−k−1(η)

∣∣∣∣Im(η)
∣∣ � m2

∣∣Im+i−k−1(η)
∣∣,

and then it is enough to prove that
∣∣Im+i−k−1(η)

∣∣ ≤ K
m2 . To prove this we have two

cases to consider: if ηi−k−1(yk) ≥ p then
∣∣Im+i−k−1(η)

∣∣ � 1
(m+i−k−1)2 by Yoccoz’s

lemma, and since i−k−1 ≥ 0 we are done. If ηi−k−1(yk) < p then
∣∣Im+i−k−1(η)

∣∣ �
1

(a−m−i+k+1)2 , and since a −m − i ≥ 0 we obtain
∣∣Im+i−k−1(η)

∣∣ ≤ K
(k+1)2 . Since

m � k by Claim 6.5, we obtain Claim 6.6. �
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Claim 6.7. There exists K = K(K) > 0 such that if k < i
4(C−1) then Dk ≤ K k2

i2 .

Proof of Claim 6.7. Write m = bθkc with 1
C < θ < C (see Claim 6.5). If m < k

we have that θ < 1 and i + m − k − 1 = θi + (1 − θ)i − (1 − θ)k − 1 = θi +
(1 − θ)(i − k) − 1 ≥ θi − 1 ≥ 1

C i. Since i + m − k − 1 ≤ i ≤ a
2 we have that

Dk ≤ K C2k2

( iC )2
≤ K k2

i2 . On the other hand, if m > k (that is, θ > 1), we have

m + i − k − 1 ≤ i + (θ − 1)k − 1 ≤ i + (C − 1)k − 1 ≤ i + 1
4 i − 1 ≤ 3

2a. Then∣∣Im+i−k−1(η)
∣∣ � 1

(m+i−k−1)2 ≤
1

(i−1)2 , and so we also have Dk ≤ K k2

i2 in this case,

since 1
3a < j < 2

3a implies 1
a−j >

1
2

1
j >

1
4

1
a−j . �

With Claim 6.6 and Claim 6.7 at hand we are ready to estimate the sum (6.5):

i−1∑
k=0

Dk

(
|h|+ Kε

(k + 1)2

)
= |h|

(
i−1∑
k=0

Dk

)
+Kε


⌊

i
4(C−1)

⌋∑
k=0

Dk

(k + 1)2


+Kε

 i−1∑
k=
⌊

i
4(C−1)

⌋
+1

Dk

(k + 1)2



≤ K|h|i+K
ε

i2


⌊

i
4(C−1)

⌋∑
k=0

(
k

k + 1

)2


+Kε

 i−1∑
k=
⌊

i
4(C−1)

⌋
+1

1

(k + 1)2


≤ K|h|i+K

ε

i
+K

ε

i
.

For the last inequality we have used that both sequences

1

i


⌊

i
4(C−1)

⌋∑
k=0

(
k

k + 1

)2

 and i

 i−1∑
k=
⌊

i
4(C−1)

⌋
+1

1

(k + 1)2


remain bounded when i goes to infinity, with constants depending only on C. We
have proved Lemma 6.4. �

Lemma 6.8. For every a ≥ 1 there exists Ka > 0 such that

|∆xa| ≤ Kaε.

Proof of Lemma 6.8. Observe,

|∆i+1| = |η̃(x̃i)− η(xi)|
= |η(x̃i)− η(xi) +H(x̃i)|
≤ D|∆xi|+ ε,

where D = max{Dη}. So

|∆xa| ≤ ε ·
a∑
k=0

Da−k.
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The Lemma follows. �

The following definition is given for general commuting pairs which are contained
in the previously discussed set K of K0-controlled commuting pairs.

Definition 6.9. Given L > 1 we say that the commuting pairs ζ0 = (ξ0, η0) and
ζ1 = (ξ1, η1), with aζ0 = aζ1 = a, are L-synchronized if

|∆xa| ≤ L · d2(ζ0, ζ1).

By working just as in the proof of Lemma 6.4 but with backwards iterations we
obtain:

Lemma 6.10. Given L > 0 there exists K = K(K, L) > 0 such that if ζ, ζ̃ ∈ K
are L-synchronized with aζ = aζ̃ = a, then we have:

|∆xi| ≤ K
(
|h|(a− i) +

ε

a− i

)
for all i ∈ N such that max

{
ba/2c, N + b, Ñ + b

}
≤ i ≤ a.

Proposition 6.11. For every L > 0 there exists K = K(K, L) > 1 such that the

following holds. If ζ, ζ̃ ∈ K are L-synchronized with aζ = aζ̃ = a, then we have:

|h| ≤ K ε

a2
.

Proof of Proposition 6.11. Let us suppose that η̃(p) = η(p) + h with h > 0. We

want to prove that, under the synchronization assumption, the ratio C = a2h
ε is

uniformly bounded in K.
Let N ∈ {1, ..., a} defined by p ∈ [xN+1, xN ]. By Yoccoz’s lemma (see in par-

ticular [4, Lemma B.1, page 387]) there exists K0 = K0(K) > 1 such that N = νa

with 1/K0 ≤ ν ≤ 1 − 1
K0

. In the same way let Ñ = ν̃a defined by p ∈ [x̃Ñ+1, x̃Ñ ]

with 1/K0 ≤ ν̃ ≤ 1− 1
K0

.

By Lemma 6.2 there exists K1 = K1(K) > 1 such that (xj , x̃j) ⊂
(
p−K1/M, p

)
when (1− 1

K0
)a ≤ j ≤ a−M , and (xj , x̃j) ⊂

(
p, p+K1/M

)
when M ≤ j ≤ a/K0

for any M ∈
{

1, ..., ba/K0c
}

.
Let K2 = K2(K) > 1 be the constant given by Lemma 6.4. By Lemma 6.10 we

have:

(6.6) |∆xa−M | ≤ K3

(
hM +

ε

M

)
for some universal constant K3(L,K) > 1. Let K = max{K0,K1,K2,K3} and
let us suppose that a > K(4K + 1) (otherwise we are done since |h| ≤ ε). Fix
M ∈

{
1, ..., ba/2c

}
small enough in order to have:

0 < θ =
M

a
<

1

K(4K + 1)
< 1 .

Let T =
[
p−K/M, p+K/M

]
and recall that (xj , x̃j) ⊂ T for all j ∈ {M, ..., a−

M}.
The next three claims will show that if C is big enough, in terms of K and θ(K),

the pairs ζ and ζ̃ cannot be L-synchronized.

Claim 6.12. If C ≥ 2
(
K
θ

)2
, then η̃(x) ≥ η(x) + h

2 for all x ∈ T .
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Proof of Claim 6.12. As before:

η̃(x)− η(x) ≥ h− ε(x− p)2 ≥ h− ε
(
K

M

)2

= h− ε

a2

(
K

θ

)2

≥ h− h

2
=
h

2
.

In the last inequality we have used that ε
a2 ≤

h
2

(
θ
K

)2
since a2h

ε ≥ 2
(
K
θ

)2
. �

Note that 0 < θ < 1
K(4K+1) implies 1− 2θK2 − θK ∈ (0, 1).

Claim 6.13. If C > 1
θ

(
2K2

1−2θK2−θK

)
there exists i0 ∈ {M, ..., a/K} such that

xi0 ≤ x̃i0 .

Proof of Claim 6.13. We will prove first that:

(6.7)
( a
K
−M

) h
2
≥ K

(
hM +

ε

M

)
.

Indeed, since 1− 2θK2 − θK > 2K2

Cθ we have:

1− 2θK2 − θK
2θK

>
K

Cθ2

and then:

hM

(
1− 2θK2 − θK

2θK

)
> K

ε

M

since ε/M = hM/Cθ2. From:

1− 2θK2 − θK
2θK

=
1

2

(
1

θK
− 1− 2K

)
we obtain:

h

2

( a
K
−M

)
−KhM > K

ε

M

which implies the desired estimate (6.7). Now estimate (6.7) combined with Lemma
6.4 gives us:

(6.8)
∣∣xM − x̃M ∣∣ ≤ ( a

K
−M

) h
2
.

With estimate (6.8) at hand we are ready to prove Claim 6.13. Indeed, let
i ∈ {M, ..., a/K} be such that p ≤ x̃i < xi ≤ p + K/M (if no such i exists we are
done). From Claim 6.12 we have:

x̃i+1 − xi+1 = η̃(x̃i)− η(xi) ≥ h/2 + η(x̃i)− η(xi) = h/2 +Dη(yi)(x̃i − xi)
= h/2 + x̃i − xi +D2η(zi)(yi − p)(x̃i − xi),

where yi ∈ [x̃i, xi] and zi ∈ [p, yi] are given by the mean-value theorem. Since
D2η(zi) < 0, yi − p > 0 and x̃i − xi < 0 we obtain:

x̃i+1 − xi+1 ≥ h/2 + x̃i − xi , that is: ∆xi+1 ≥ h/2 + ∆xi .

Therefore if the difference x̃i+1 − xi+1 is still negative, it will be at least h/2
closer to zero than the previous difference x̃i − xi. What estimate (6.8) tells us is
that we have enough time inside the interval (p, p+K/M) in order to interchange
the positions of the critical iterates. With this we have proved Claim 6.13. �
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Claim 6.13 implies that xi ≤ x̃i for all i ∈ {i0, ..., a −M}, since Dη > 0 and
h > 0. Therefore, by Claim 6.12 we have:

(6.9) |∆xa−M | ≥
h

2

[
a−M −

(
1− 1

K

)
a

]
.

Our third and last claim tells us that (6.9) contradicts the synchronization as-
sumption. Note that 0 < θ < 1

K(4K+1) implies 1− θK(4K + 1) ∈ (0, 1).

Claim 6.14.

If C ≥ 1

θ

[
4K2

1− θK(4K + 1)

]
, then 2K

(
hM +

ε

M

)
≤ h

2

[
a−M −

(
1− 1

K

)
a

]
.

Proof of Claim 6.14. Note first that:

2K
(
hM +

ε

M

)
=
ε

a

[
2K

(
Cθ +

1

θ

)]
and

h

2

[
a−M −

(
1− 1

K

)
a

]
=
ε

a

[
C

2

(
1

K
− θ
)]

.

A straightforward computation shows that both conditions:

C ≥ 1

θ

[
4K2

1− θK(4K + 1)

]
and 2K

(
Cθ +

1

θ

)
≤ C

2

(
1

K
− θ
)

are actually equivalent. �

We are ready to finish the proof of Proposition 6.11. Indeed, by combining
estimates (6.6) and (6.9) we have:

h

2

[
a−M −

(
1− 1

K

)
a

]
≤
∣∣xa−M − x̃a−M ∣∣ ≤ K (hM +

ε

M

)
< 2K

(
hM +

ε

M

)
which contradicts Claim 6.14. Therefore:

C ≤ max

{
2

(
K

θ

)2

,
1

θ

(
2K2

1− 2θK2 − θK

)
,

1

θ

[
4K2

1− θK(4K + 1)

]}
,

that is, the ratio C = a2h
ε is bounded by a constant only depending on K and L.

We have proved Proposition 6.11. �

With Proposition 6.11 at hand we can improve both Lemma 6.4 and 6.10 under
the synchronization assumption:

Lemma 6.15. Given L > 0 there exists K = K(K, L) > 0 such that if ζ, ζ̃ ∈ K
are L-synchronized with aζ = aζ̃ = a, then we have:

|∆xi| ≤
Kε

i
for all 1 ≤ i ≤ min

{
ba/2c, N − b, Ñ − b

}
, and

|∆xi| ≤
Kε

a− i
for all a ≥ i ≥ max

{
ba/2c, N + b, Ñ + b

}
.

Moreover:
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Proposition 6.16. For every L > 0 there exists K = K(K, L) > 0 such that the

following holds. If ζ and ζ̃ are L-synchronized then

|∆xi| ≤ Kε ·
1

i
for all i ∈ {0, 1, ..., a/2}.

and

|∆xi| ≤ Kε ·
1

a− i
for all i ∈ {a/2, ..., a}.

Proof of Proposition 6.16. By Lemma 6.15 we only need to estimate |∆xi| for the

intermediate iterates min
{
ba/2c, N − b, Ñ − b

}
< i <

{
ba/2c, N + b, Ñ + b

}
. We

will prove only the first part of the statement (the other being the same), that is,
we will prove that:

|∆xi| ≤ Kε ·
1

i
for all i ∈

{
min{ba/2c, N − b, Ñ − b}, ..., a/2

}
.

We use the same notation as in the proof of Proposition 6.11. By the choice of θ
we know that M ≤ min

{
ba/2c, N−b, Ñ−b

}
and a−M ≥ max

{
ba/2c, N+b, Ñ+b

}
.

Recall that H : Iη → [−ε, ε] ⊂ R is defined as H(x) = η(x)− η̃(x). By Proposi-

tion 6.11 we have that
∣∣H(x)

∣∣ ≤ ε[Ka2 + (x− p)2
]

and then
∣∣H(x)

∣∣ ≤ Kε
a2 whenever

x ∈ T , since for x ∈ T we have that |x − p| ≤ K
M ≤

K
a . Therefore, by consider

α = 1 + K
a and β = Kε

a2 , we obtain that ∆xi+1 ≤ α∆xi + β and then:

∆xi+n ≤ αn∆xi + β

n−1∑
j=0

αj

 for all 1 ≤ n ≤ (δ1 − δ0)a+ 2b.

Note that
∑n−1
j=0 α

j = αn−1
α−1 = a

K (αn − 1). Moreover, since n < a we have that

αn = (Ka + 1)n ≤ eKna is bounded. Therefore:

∆xi+n ≤ αn∆xi + β
a

K
(αn − 1) ≤ Kε

i

[
αn +

i

a
(αn − 1)

]
≤ Kε

i
αn ≤ Kε

i
.

Finally, from i ≥M = θa and n ≤ (δ1 − δ0)a+ 2b we get that n
i is bounded and

then ∆xi+n ≤ K ε
i+n as we wanted to prove. �

For i ∈ {1, ..., a} let

∆i = |∆xi −∆xi−1|.

Proposition 6.17. For every L > 0 there exists K = K(K, L) > 0 such that the

following holds. If ζ and ζ̃ are L-synchronized then

∆i ≤ K
(
ε · log i

i2
+ ε2 · 1

i

)
for all i ≤ a/2.

and

∆i ≤ K
(
ε · log(a− i)

(a− i)2
+ ε2 · 1

a− i

)
for all i ≥ a/2.

Proof of Proposition 6.17. The proof of the second part of this proposition can be
obtained as the first part by working backward. See also the proof of Proposition
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6.16. We will only present the proof of the first part. Observe, for i ≥ 1,

∆i+1 =|[η̃(xi + ∆xi)− η(xi)]− [η̃(xi−1 + ∆xi−1)− η(xi−1)]|
=|[η(xi + ∆xi)− η(xi) + η̃(xi + ∆xi)− η(xi + ∆xi)]−

[η(xi−1 + ∆xi−1)− η(xi−1) + η̃(xi−1 + ∆xi−1)− η(xi−1 + ∆xi−1)]|
=|[Dη(θi)∆xi +H(xi + ∆xi)]−

[Dη(θi−1)∆xi−1 +H(xi−1 + ∆xi−1)]|

≤|Dη(θi)∆xi −Dη(θi−1)∆xi−1|+ |DH(θ)Ĩi|

The intermediate point θ is in Ĩi. Hence, by using (6.2), the Yoccoz Lemma 4.3,
and Lemma 4.2 we have

(6.10) |DH(θ)Ĩi| ≤ Kε ·
1

i3
.

The intermediate point θi is in [xi, xi+∆xi]. Similarly, θi−1 ∈ [xi−1, xi−1 +∆xi−1].
This allows for the following estimate.

|Dη(θi)∆xi −Dη(θi−1)∆xi−1| ≤
|Ii+1|
|Ii|

∆i + |(Dη(θi)−
|Ii+1|
|Ii|

)∆xi|+

|(Dη(θi−1)− |Ii+1|
|Ii|

)∆xi−1|

≤|Ii+1|
|Ii|

∆i +K(|Ii|+ |∆xi|)|∆xi|+

K(|Ii|+ |∆xi−1|)|∆xi−1|
Use the Yoccoz Lemma 4.3 and Proposition 6.16 to obtain

(6.11) |Dη(θi)∆xi −Dη(θi−1)∆xi−1| ≤
|Ii+1|
|Ii|

∆i +K(ε
1

i3
+ ε2 1

i2
).

Combine (6.10) and (6.11) to obtain

∆i+1 ≤
|Ii+1|
|Ii|

∆i +K(ε
1

i3
+ ε2 1

i2
).

After iterating this recursive estimate and using the Yoccoz Lemma 4.3 one gets

∆i ≤ K
i−1∑
k=1

(ε
1

k3
+ ε2 1

k2
) · |Ii|
|Ik+1|

≤ K(ε
1

i2

i−1∑
k=1

1

k
+ ε2 1

i4

i−1∑
k=1

k2)

≤ K(ε · log i

i2
+
ε2

i
).

�

7. Composition

In this section we will discuss composition of multiple diffeomorphisms. Let
I = [a, b] be a compact interval in the real line, and let D = Diff2

+

(
[a, b]

)
be the

space of orientation preserving C2 diffeomorphisms of I, endowed with the C2-
metric. Let X = C0

(
I,R

)
be the vector space of continuous functions from [a, b]



30 PABLO GUARINO, MARCO MARTENS, AND WELINGTON DE MELO

to the real line, and recall that X is a Banach space when endowed with the sup
norm. Consider the non-linearity N : D → X defined as:

Nψ =
D2ψ

Dψ
= D logDψ .

Note that N is a homeomorphism, whose inverse is given by:

(
N−1φ

)
(x) = a+

(
b− a∫ b

a
exp

( ∫ s
a
φ(t)dt

)
ds

)∫ x

a

exp

(∫ s

a

φ(t)dt

)
ds ,

for any x ∈ [a, b] and any φ ∈ X. To prove that N−1φ ∈ D note that DN−1φ > 0,
since ∂

∂x

( ∫ x
a

exp
( ∫ s

a
φ(t)dt

)
ds
)

= exp
( ∫ x

a
φ(t)dt

)
> 0.

In general, if f : I → R is a C2 map and x is a regular point of f , we define
Nf(x) = D2f(x)/Df(x). The chain rule for the non-linearity is N(f ◦ g) = Nf ◦
g Dg + Ng. The kernel of N is the group of affine transformations. In particular
N(A ◦ f) = Nf whenever A is affine. Note also that the non-linearity goes to
infinity around any non-flat critical point. Elementary properties of non-linearity
can be found in [16]. On bounded sets it is bi-Lipschitz. In particular,

Lemma 7.1. Let B be a bounded set in X = C0
(
I,R

)
. There exists K = K(B) > 0

such that for any pair φ, ψ in B we have:

d2(N−1φ,N−1ψ) ≤ KdC0(φ, ψ).

Proof of Lemma 7.1. Use the inverse of the non-linearity to estimate the C0 dis-
tance between f = N−1φ and g = N−1ψ, as in [16, Lemma 10.2, page 579]. This
gives dC0(N−1φ,N−1ψ) ≤ KdC0(φ, ψ). Since both f = N−1φ and g = N−1ψ be-
long to Diff2

+(I) there exists t0 ∈ I such that Df(t0) = Dg(t0), and then logDf(t)−
logDg(t) =

∫ t
t0

(
φ − ψ

)
(s) ds for all t ∈ I. Therefore dC0(logDf, logDg) ≤

|I|dC0(φ, ψ), and since both f and g are C1-bounded we get dC0(Df,Dg) ≤
KdC0(φ, ψ). Finally note that for all t ∈ I we have:∣∣(D2f −D2g)(t)

∣∣ ≤ ∣∣(φ− ψ)(t)
∣∣∣∣Df(t)

∣∣+
∣∣(Df −Dg)(t)

∣∣∣∣ψ(t)
∣∣.

�

As we said before, the non-linearity allows us to identify the set D of diffeomor-
phisms with the Banach space X = C0

(
I,R

)
of continuous functions. This defines

the non-linearity norm on D: |f | = |Nf |C0 .
The following Lemma says that composition of multiple diffeomorphisms on C1-

bounded sets is Lipschitz continuous in the non-linearity norm. This Lemma is an
adaptation of the Sandwich-Lemma in [16, Lemma 10.5, page 581].

Lemma 7.2. Given M > 0 there exist K(M) > 0 such that for f1, ..., fn, g1, ..., gn
in Diff3

+

(
[0, 1]

)
satisfying:

•
∑j=n
j=1 |Nfj |C0 ≤M ,

•
∑j=n
j=1 |Ngj |C0 ≤M ,

•
∑j=n
j=1 |DNfj |C0 ≤M ,

•
∑j=n
j=1 |DNgj |C0 ≤M
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we have: ∣∣N(©j=n
j=1 fj

)
−N

(
©j=n
j=1 gj

)∣∣
C0 ≤ K

j=n∑
j=1

∣∣Nfj −Ngj∣∣C0 .

In particular,

dC2

(
©j=n
j=1 fj ,©

j=n
j=1 gj

)
≤ K

j=n∑
j=1

∣∣Nfj −Ngj∣∣C0 .

The branches of renormalizations are compositions of a homeomorphism and
multiple diffeomorphisms. The composition of multiple diffeomorphisms can be
controlled by Lemma 7.2. To control the effect of the first factor we need the
following Lemma, a basic property of composition.

Lemma 7.3. For every L > 0 there exists K > 0 such that the following holds.
Let q, q̃ : [−1, 0] → [0, 1] be C3 homeomorphisms with one critical point, Dq(0) =

Dq̃(0) = 0. Let f, f̃ : [0, 1] → [0, 1] be C3 diffeomorphisms. If |q|C3 , |q̃|C3 , |f |C3 ,

|f̃ |C3 ≤ L then

dC2(f̃ ◦ q̃, f ◦ q) ≤ KdC2(f̃ , f) + dC2(q̃, q).

As before, fix K0 > 1 and let K be the space of normalized C3 critical commuting
pairs which are K0-controlled. Let ζ = (η, ξ) and ζ̃ = (η̃, ξ̃) be two C3 critical com-
muting pairs with negative Schwarzian that belong to K which are renormalizable
with the same period a ∈ N. Denote by ε > 0 the C2 distance between ζ and ζ̃,
that is, ε = d2(ζ, ζ̃). We may assume in the computations that ε ∈ [0, 1). We will
only consider the special situation when

1) Iη = Iη̃ and Iξ = Iξ̃,

2) p = p̃ where Dη(p) = Dη̃(p̃) = 1 (see Lemma 6.1).

For each i ∈ {1, ..., a− 1} let fi ∈ Diff3
+

(
[0, 1]

)
given by fi = A−1

i+1◦η◦Ai, where
Ai : [0, 1]→ Ii is the unique orientation preserving affine diffeomorphism:

Ai(x) = |Ii|x+ xi =
(
ηi−1

(
ξ(0)

)
− ηi

(
ξ(0)

))
x+ ηi

(
ξ(0)

)
Note that ©a−1

i=1 fi = A−1
a ◦ ηa−1 ◦A1 in Diff3

+

(
[0, 1]

)
.

Lemma 7.4. There exists K(K) > 1 such that for any ζ in K renormalizable with
period a ∈ N we have:

a−1∑
i=1

∣∣Nfi(x)
∣∣ ≤ K and

a−1∑
i=1

∣∣D(Nfi)(x)
∣∣ ≤ K for all x ∈ [0, 1].

Proof of Lemma 7.4. Note that Nfi(x) = N(η ◦ Ai)(x) = Nη
(
Ai(x)

)
|Ii| and that

D(Nfi)(x) = D(Nη)(Ai(x))|Ii|2 for all x ∈ [0, 1]. Since ζ ∈ Ka we know that Nη is
C1-bounded in

[
ηa(ξ(0)), ξ(0)

]
(see Remark 3.8 at the end of Section 3) and then:

a−1∑
i=1

∣∣Nfi(x)
∣∣ ≤ K a−1∑

i=1

|Ii| ≤ K|Iη| and:

a−1∑
i=1

∣∣D(Nfi)(x)
∣∣ ≤ K a−1∑

i=1

|Ii|2 ≤ K|Iη|
a−1∑
i=1

|Ii| ≤ K|Iη|2.

�
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In the same way let Ãi : [0, 1] → Ĩi be the unique orientation preserving affine

diffeomorphism, and define gi = Ã−1
i+1 ◦ η̃ ◦ Ãi ∈ Diff3

+

(
[0, 1]

)
.

The first factors of the renormalizations are controlled by

Lemma 7.5. There exists K > 0 such that

|A−1
1 ◦ ξ|C3 , |Ã−1

1 ◦ ξ̃|C3 ≤ K.

and

dC2

(
A−1

1 ◦ ξ, Ã
−1
1 ◦ ξ̃

)
≤ Kε.

Proof of Lemma 7.5. The four maps ξ : [−1, 0] → I1, ξ̃ : [−1, 0] → Ĩ1, A−1
1 :

[0,K] → R and Ã−1
1 : [0,K] → R are C3-bounded by some constant M > 1

universal on K. Similar to Lemma 7.3 we get

dC2

(
A−1

1 ◦ ξ, Ã
−1
1 ◦ ξ̃

)
≤ K

(∥∥A−1
1 − Ã

−1
1

∥∥
C2 +

∥∥ξ − ξ̃∥∥
C2

)
≤ K

(∥∥A−1
1 − Ã

−1
1

∥∥
C2 + ε

)
.

Observe,

∣∣A−1
1 (x)− Ã−1

1 (x)
∣∣ =

∣∣|I1|−1(x− x1)− |Ĩ1|−1(x− x̃1)
∣∣

=

∣∣(x− x1)(x̃0 − x̃1)− (x− x̃1)(x0 − x1)
∣∣

|I1||Ĩ1|

=

∣∣x(x̃0 − x0) + x(x1 − x̃1) + (x0x̃1 − x̃0x1)
∣∣

|I1||Ĩ1|

≤ K
(

∆x0 + ∆x1 + |x0x̃1 − x̃0x1|
|I1||Ĩ1|

)
≤ K

(
∆x0 + ∆x1 + |x0||x̃1 − x1|+ |x1||x0 − x̃0|

|I1||Ĩ1|

)
≤ K(∆x0 + ∆x1)/|I1||Ĩ1| ≤ Kε,

where we used Lemma 6.4.
On the other hand∣∣(A−1

1 )′ − (Ã−1
1 )′

∣∣ =
(
|Ĩ1| − |I1|

)
/|I1||Ĩ1| ≤ (∆0 + ∆1)/|I1||Ĩ1|,

and we finish in the same way as before. �

Lemma 7.6. There exists K > 0 such that for i ≤ a

|Nfi −Ngi|C0 ≤ K
(
ε|Ii|+ ∆i + |∆xi||Ii|

)
.

Proof of Lemma 7.6. Observe,

|Ãix−Aix| ≤ K
(
|∆xi|+ ∆i

)
.
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So,
|Nfi(x)−Ngi(x)| =|Nf(Ai(x))|Ii| −Ng(Ãi(x))|Ĩi||

≤
∣∣Nf(Aix)|Ii| −Ng(Aix)|Ĩi|

∣∣+
|DNg(θi)| · (|∆xi|+ ∆i) · |Ĩi|
≤K

(
ε|Ii|+ ∆i + (|∆xi|+ ∆i)(|Ii|+ ∆i)

)
≤K

(
ε|Ii|+ ∆i + |∆xi||Ii|

)
.

�

Lemma 7.7. For every L > 0 there exists K = K(K, L) > 0 such that the following

holds. If ζ and ζ̃ are L-synchronized then
a∑
i=1

∣∣Nfi −Ngi∣∣C0 ≤ Kε.

Proof of Lemma 7.7. Let aε =
⌊

1
ε

⌋
. Assume for a moment that a ≥ aε. Then

Lemma 4.2 implies |xa−aε − xaε |, |x̃a−aε − x̃aε | ≤ Kε. Hence,

(7.1)

∑
aε≤i≤a−aε

∣∣Nfi −Ngi∣∣C0 ≤
∑

aε≤i≤a−aε

∣∣Nfi∣∣C0 +
∣∣Ngi∣∣C0

≤
∑

aε≤i≤a−aε

∣∣Nf ∣∣
C0 · |Ii|+

∣∣Ng∣∣
C0 · |Ĩi|

≤ K
(
|xa−aε − xaε |+ |x̃a−aε − x̃aε |

)
≤ Kε.

This estimates holds trivially when a < aε.
Observe,

a∑
i=1

∣∣Nfi −Ngi∣∣C0 =

aε∑
i=1

∣∣Nfi −Ngi∣∣C0 +

a−aε∑
i=a0

∣∣Nfi −Ngi∣∣C0+

a∑
i=a−aε

∣∣Nfi −Ngi∣∣C0 .

The middle term is estimated by (7.1). The first (and third) term can be esti-
mated by using Lemma 7.6, the Yoccoz Lemma 4.3, the Propositions 6.16 and 6.17.
Namely,

aε∑
i=1

∣∣Nfi −Ngi∣∣C0 ≤ K
aε∑
i=1

ε|Ii|+ ∆i + |∆xi||Ii|

≤ K
aε∑
i=1

ε
1

i2
+ ε · log i

i2
+ ε2 · 1

i
+ ε · 1

i3

≤ Kε+K

aε∑
i=1

ε2 · 1

i

≤ Kε+Kε2 log
1

ε
≤ Kε.

The Lemma follows. �
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The following Proposition holds for general critical commuting pairs with nega-
tive Schwarzian which are contained in the previously discussed set K, that is, the
set of normalized C3 critical commuting pairs which are K-controlled.

Proposition 7.8. For every L > 0 there exists K = K(K, L) > 0 such that the
following holds. If ζ0 and ζ1 are L-synchronized then

d2

(
pR(ζ0), pR(ζ1)

)
≤ Kd2(ζ0, ζ1).

Proof of Proposition 7.8. There exists K = K(K) > 0 such that the following
holds. There exists a diffeomorphism h : Dom(ζ1) → Dom(ζ0) such that ζ = ζ0
and ζ̃ = h ◦ ζ1 ◦ h−1 satisfy the normalizations

1) Iη = Iη̃ and Iξ = Iξ̃,

2) p = p̃ where Dη(p) = Dη̃(p̃) = 1,

needed to apply the results from section §6 and §7. We may construct the conju-
gation such that

dC3(h, id) ≤ Kd2(ζ0, ζ1)

and h|Dom
(
pR(ζ1)

)
= id. This last condition implies

pR(ζ1) = pR(ζ̃).

In particular, it suffices to prove the Proposition for the pairs ζ and ζ̃.

Let pR(ζ) = (η′, ξ′) and pR(ζ̃) = (η̃′, ξ̃′). Because, ξ′ = ξ and ξ̃′ = ξ̃ it suffices
to estimate the distance between η′ and η̃′.

Let Ia+1 = [xa+1, xa] and A : [0, 1] → Ia+1 be the orientation preserving affine
diffeomorphism. Let

F = A−1 ◦ η′,
and similarly define G = Ã−1 ◦ η̃′. Now apply Lemma 7.2 and Lemma 7.7 to obtain

dC2(F,G) ≤ Kε,

where ε = d2(ζ, ζ̃). A similar argument as the proof of Lemma 7.5 one obtains
d2(η′, η̃′) ≤ Kε. This shows that prerenormalization is Lipschitz among synchro-
nized pairs. �

8. Order

Commuting pairs might have different domains. Any natural definition of order
between such systems has to include this difference of domains also. There are two
cases:

case I: η ◦ ξ(0) > 0, case II: η ◦ ξ(0) < 0.

Definition 8.1. Let ζ0 = (ξ0, η0) and ζ1 = (ξ1, η1) be two commuting pairs and
t ≥ 0. If

1) ζ0(x) + t ≤ ζ1(x), for x ∈ Dom(ζ0) ∩Dom(ζ1),
2) η0(0) ≤ η1(0) and ξ0(0) ≤ ξ1(0)

we write
ζ0 ≤t ζ1.

Lemma 8.2. Let ζ0 = (ξ0, η0) and ζ1 = (ξ1, η1) be two commuting pairs. If ζ0 ≤t ζ1
then

case I:
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1) aζ0 ≤ aζ1 ,
2) for x ∈ [η1(0), 0] and k = 0, 1, · · · , aζ0

ηk0 ◦ ξ0(x) + t ≤ ηk1 ◦ ξ1(x).

case II:

1) aζ0 ≥ aζ1 ,
2) for x ∈ [0, ξ0(0)] and k = 0, 1, · · · , aζ1

ξk0 ◦ η0(x) + t ≤ ξk1 ◦ η1(x).

The proof of Lemma 8.2 is different for case I and case II. We will only present
the proof in case I.

Proof of Lemma 8.2. As we said, we will only present the proof in case I. Let x ∈
[0, ξ0(0)]. The order condition Definition 8.1(1) gives the statement of the Lemma
for k = 0, ξ0(x) + t ≤ ξ1(x). Inductively property (2) follows. Namely,

ηk+1
0 ◦ ξ0(x) + t = η0(ηk0 ◦ ξ0(x)) + t ≤ η1(ηk0 ◦ ξ0(x))

≤ η1(ηk1 ◦ ξ1(x))

= ηk+1
1 ◦ ξ1(x).

In particular, η
aζ0
0 ◦ ξ0(x) ≤ ηaζ01 ◦ ξ1(x). This implies, aζ0 ≤ aζ1 . �

Pre-renormalization preserves order. Namely,

Lemma 8.3. If ζ0 ≤t ζ1 and aζ0 = aζ1 , then pR(ζ0) ≤t pR(ζ1).

Proof of Lemma 8.3. We will only present the proof in case I. Let a = aζ0 = aζ1 .
Observe, ηpR(ζ0)(0) = η0(0) ≤ η1(0) = ηpR(ζ1)(0). Hence, the left side of the
domains of the pre-renormalizations satisfy the order condition of Definition 8.1(2).
Consider the right side of the domains of the pre-renormalizations,

(8.1) ξpR(ζ0)(0) + t = ηa0 ◦ ξ0(0) + t ≤ ηa1 ◦ ξ1(0) = ξpR(ζ1)(0),

where we used Lemma 8.2(2). This means that the right side of the domain of the
pre-renormalizations also satisfy the order condition of Definition 8.1(2).

According to Lemma 8.2(2) the estimate (8.1) also hold for any x ∈ [η1(0), 0],
instead of x = 0. This means that the pre-renormalization also satisfy the order
condition of Definition 8.1(1). �

The following Proposition will play a key role in the proof of the Synchronization-
Lemma, section §9.

Proposition 8.4. If ζ0 ≤t ζ1 with t > 0 then

ρζ0 6= ρζ1 .

Proof of Proposition 8.4. Assume aζ0(n) = aζ1(n) for n ≥ 0. Apply Lemma 8.3,

(pR)n(ζ0) ≤t (pR)n(ζ1).

Note, η(pR)n(ζ0,1)(0)→ 0. Hence,

0 > η(pR)n(ζ1)(0) ≥ η(pR)n(ζ0)(0) + t ≥ 1

2
t > 0

for n large enough. Contradiction. �
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9. Synchronization

Synchronization-Lemma. For any given K0 > 1 there exists L = L(K0) > 1
such that the following holds. Let ζ0 and ζ1 be two C3 critical commuting pairs
which are K0-controlled, both ζ0 and ζ1 have negative Schwarzian, ρ(ζ0) = ρ(ζ1) ∈
[0, 1]\Q and d2(ζ0, ζ1) < ε0. Then ζ0 and ζ1 are L-synchronized.

The hypothesis d2(ζ0, ζ1) < ε0 will not be mentioned in the proof presented
below, but it is needed in order to be allowed to apply the estimates obtained in
Sections 6 to 8 (see in particular the proof of Claim 6.5, during the proof of Lemma
6.4).

Proof of the Synchronization-Lemma. We will only present the proof in case I. Let
a = aζ0 = aζ1 . Choose a0 ≥ 1 such that Lemma 5.7 applies. The Synchronization
Lemma follows from Lemma 6.8 when a ≤ a0. We will assume a ≥ a0.

We may assume that x1
a ≥ x0

a. There exists K = K(K0) > 0 such that the
following holds: there exists a diffeomorphism h : Dom(ζ1) → Dom(ζ0) such that

ζ = ζ0 and ζ̃ = h ◦ ζ1 ◦ h−1 satisfy the normalizations

x1(ζ) = x1(ζ̃).

We may construct the conjugation such that

dC3(h, id) ≤ Kd2(ζ0, ζ1)

and h|Dom
(
pR(ζ1)

)
= id. This last condition implies

xa(ζ1) = xa(ζ̃).

In particular, it suffices to prove synchronization for the pairs ζ and ζ̃. Let ε =
d2(ζ, ζ̃) ≤ Kd2(ζ0, ζ1).

Apply Lemma 5.7 to obtain a commuting pair ζt0 in the standard family of ζ
such that

∆xa(ζt0 , ζ̃) = 0.

From Lemma 5.7 we get

(9.1) 0 ≤ t0 ≤ Kε.

Note, if t0 > 0 is much larger than ε ≥ dC0(ζ, ζ̃) then ξt0(x) > ξ̃(x). This would

imply xa(ζt0) > xa(ζ̃) because x1(ζ) = x1(ζ̃). Assume that

(9.2) x̃a = xa + Lε,

where just as before xi = ηi(ξ(0)) and x̃i = η̃i(ξ̃(0)) for i ∈ {0, ..., a}. Note also
that the assumption x1

a ≥ x0
a implies that x̃a ≥ xa.

We have to show that L is uniformly bounded.
From (9.2) and Corollary 5.9 we get for every x ∈ [ηpR(ζt0 )(0), 0]

(9.3)

pR(ζt0)(x)− pR(ζ)(x) ≥ 1

K

(
pR(ζt0)(0)− pR(ζ)(0)

)
=

1

K

(
pR(ζ̃)(0)− pR(ζ)(0)

)
=

1

K
(x̃a − xa) =

1

K
Lε.
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From Proposition 7.8 we get for every x ∈ [ηpR(ζt0 )(0), 0]

(9.4)

∣∣pR(ζt0)(x)− pR(ζ̃)(x)
∣∣ ≤ Kd2(ζt0 , ζ̃)

≤ Kd2(ζ, ζ̃) +Kε

≤ Kε,

where we also used (9.1). Combine (9.3) and (9.4) to get for every x ∈ [ηpR(ζt0 )(0), 0]

(9.5) pR(ζ̃)(x) ≥ pR(ζ)(x) +
1

K
Lε−Kε.

As a matter of fact (9.5) holds for x ∈ [−1, 0]. This follows from the following. Let
x ∈ [−1, ηpR(ζt0 )(0)]. Observe, according to (9.1),∣∣[−1, ηpR(ζt0 )(0)]

∣∣ = t0 ≤ Kε.
This implies

pR(ζ̃)(x) ≥ pR(ζ)(ηpR(ζt0 )(0)) +
1

K
Lε−Kε−max{DpR(ζ̃)}t0

≥ pR(ζ)(x) +
1

K
Lε−Kε.

Hence, for x ∈ [−1, 0] we have

(9.6) pR(ζ̃)(x) ≥ pR(ζ)(x) +
1

K
Lε−Kε.

So, when L ≥ 2K2 then for the relevant x < 0

(9.7) (pR)2(ζ̃)(x) > (pR)2(ζ)(x).

The last part of the proof will show that similar estimates hold for relevant positive

points. The goal is to prove
(
pR
)2

(ζ̃) ≥t
(
pR
)2

(ζ) for some positive t. The
branches on the left side of the second pre-renormalizations, according to (9.7),
satisfy the order condition of Definition 8.1(1). The right side of the domains of
the second pre-renormalizations do satisfy the order condition of Definition 8.1(2).
Namely,

Dom
(
(pR)2(ζ)

)
∩ {x ≥ 0} = [0, xa] ⊂ [0, x̃a] = Dom

(
(pR)2(ζ̃)

)
∩ {x ≥ 0}.

Left is to describe the branches on the right and the domains on the left. Let
x ∈ Dom

(
(pR)2(ζ)

)
∩ {x ≥ 0} = [0, xa] and for k ≥ 1 define

zk(x) =
(
pR(ζ)

)k
(x),

and similarly, z̃k(x) =
(
pR(ζ̃)

)k
(x), Observe,

|z1(x)− z̃1(x)| = |pR(ζ)(x)− pR(ζ̃)(x)| = |η(x)− η̃(x)| ≤ ε.
Hence, applying (9.6),

z̃2(x) = pR(ζ̃)(z̃1)

≥ pR(ζ)(z̃1) +
1

K
Lε−Kε

≥ z2(x)−max
(
DpR(ζ)

)
· |z1(x)− z̃1(x)|+ 1

K
Lε−Kε

≥ z2(x) +
1

K
Lε−Kε > z2(x),
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when L ≥ 2K2. Let b = apR(ζ) = apR(ζ̃). By repeatedly applying (9.6) with

L ≥ 2K2 we obtain

(9.8)
(
pR
)2

(ζ̃)(x) = z̃b(x) >
(
pR
)2

(ζ)(x) = zb(x).

In particular,

(9.9)
Dom

(
(pR)2(ζ̃)

)
∩ {x ≤ 0} = [z̃b, 0] ⊂ [zb, 0]

= Dom
(
(pR)2(ζ)

)
∩ {x ≤ 0}.

The estimates (9.8) and (9.9) finish the proof of:(
pR
)2

(ζ̃) ≥t
(
pR
)2

(ζ),

for some t > 0. However, this contradicts Proposition 8.4 because
(
pR
)2

(ζ̃) and(
pR
)2

(ζ) have the same rotation number. This contradiction establishes the syn-

chronization with L ≤ 2K2. �

10. Lipschitz Estimate

In this section we prove Lemma 4.1.

Proof of Lemma 4.1. According to the Synchronization Lemma from section §9 we
know that for L = L(K), the pairs ζ0 and ζ1 are L-synchronized. Now the Lipschitz
estimate for renormalization of synchronized pairs, Proposition 7.8, imply a Lips-
chitz estimate for prerenormalization along topological classes. The fact that the
maps are synchronized imply that the domains of the prerenormalizations are also
close. This means that the normalizations will not effect the Lipschitz property. �

11. The attractor of renormalization

This section is devoted to the following result:

Theorem 11.1. There exists a Cω-compact set K of real analytic critical com-
muting pairs with the following property: for any r ≥ 3 there exists a constant
λ = λ(r) ∈ (0, 1) such that given a Cr critical circle map f with irrational rotation
number there exist C > 0 and a sequence {fn}n∈N contained in K such that:

dr−1

(
Rn(f), fn

)
≤ Cλn for all n ∈ N,

and such that the pair fn has the same rotation number as the pair Rn(f) for all
n ∈ N. Here dr−1 denotes the Cr−1 distance in the space of Cr−1 critical commuting
pairs.

We will apply Theorem 11.1 in the next section (Section 12, during the proof of
Theorem B) with r = 4.

The compact set K and the approximations {fn}n∈N given by Theorem 11.1 were
constructed by two of the authors in [8], but the exponential convergence was only
proved for the C0-metric [8, Theorem D, Section 4, page 15]. In this section we
will show that the same estimate actually holds for the Cr−1-metric, whenever f is
Cr. For that purposes we will use the following fact from complex analysis:

Proposition 11.2. Let I be a compact interval in the real line with non-empty
interior, and let U be an open set in the complex plane containing I. Fix M > 0
and consider the family:

F =
{
f : U → C holomorphic: ‖f‖C0(U) ≤M

}
.
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Then for any r ∈ N and any α ∈ (0, 1) there exists L(r, α,M) > 0 such that:

‖f‖Cr(I) ≤ L
(
‖f‖C0(I)

)α
for all f ∈ F ,

where:
‖f‖Cr(I) = sup

z∈I
n∈{0,1,...,r}

{∣∣f (n)(z)
∣∣}.

Remark 11.3. Let us mention that both components of each approximation fn
constructed in [8] have holomorphic extensions satisfying the conditions of Propo-
sition 11.2 (uniformly bounded on a definite domain), see [8, Section 7] for the
construction.

In this section we explain how Theorem 11.1 follows by combining [4, Appendix
A] and [8, Theorem D] with Proposition 11.2. We postpone the proof of Proposition
11.2 until Appendix A. In the remainder of this section we assume, to simplify the
exposition, that the criticality of the critical point is 3, that is, d = 1 in Condition
(4) in Definition 2.3.

Definition 11.4. Let I = [0, a] and let g : I → g(I) = J be a real analytic
orientation preserving homeomorphism with a cubic critical point at 0. We say
that g is an Epstein map if there exist a topological disk U ⊃ I, an open interval
L ⊃ J and a holomorphic three-fold branched covering map G : U → CL such that
G|I = g (as usual, CL denotes the open set C\(R\L)).

For any β ∈ (0, 1) denote by Eβ the set of Epstein maps g : I = [0, a]→ g(I) = J
satisfying the following properties:

(1) β ≤ |I|/|J | ≤ β−1.
(2) dist(I, J) ≤ β−1|J |, where dist denotes the standard distance between com-

pact sets in the real line.
(3) g′(a) > β.
(4) The length of each component of L\J is at least β|J | and at most β−1|J |.

In order to apply Proposition 11.2 we will need the following fact:

Proposition 11.5. For any β ∈ (0, 1) there exist a Jordan domain Uβ ⊃ [0, 1] and
a positive constant Mβ such that for any g ∈ Eβ, with normalization I = [0, 1], the
holomorphic extension G given by Definition 11.4 is well-defined in Uβ and satisfies∣∣G(z)

∣∣ ≤Mβ for all z ∈ Uβ.

Proof of Proposition 11.5. Note that it is enough to prove the result for any se-
quence in Eβ . Let gn : I = [0, 1] → Jn ⊂ Ln be a normalized sequence in
the class Eβ . By Definition 11.4 these maps extend to triple branched coverings
gn : Un → CLn , where Un is a topological disk. Therefore, each gn can be de-
composed as gn = Qcn ◦ hn, where Qcn(z) = z3 + cn and hn : [0, 1] → [0, bn]
with hn

(
[0, 1]

)
= [0, bn] is a univalent map hn : Un → Ω(hn) onto the com-

plex plane with six slits, which triply covers CLn under Qcn . With this notation
Jn = [cn, cn + b3n], in particular b3n = |Jn| ≤ |I|/β and then the sequence of positive
numbers

{
bn = hn(1)

}
is bounded. Moreover, since the length of each component

of Ln\Jn is at least β|Jn| ≥ β2|I|, there exists ε > 0 such that B(w, ε) ⊂ Ω(hn) for
all w ∈ [0, bn] and for all n ∈ N.

Claim 11.6. There exists λ > 0 such that
∣∣(h−1

n

)′
(w)
∣∣ > λ for all w ∈ [0, bn] and

for all n ∈ N.
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Proof of Claim 11.6. We claim first that, by passing to a subsequence if necessary,
the sequence of marked domains (Ω(hn), 0) converges to some marked domain (Ω, 0)
in the Carathéodory topology (for the definition of the Carathéodory topology, see
the book of McMullen [17, Chapter 5]).

Indeed, note that dist
(
[0, 1], Jn

)
≤ |Jn|/β ≤ |I|/β2, and then the intervals Jn

accumulate on an interval J . Moreover, since |Jn| ≥ β|I|, the interval J has non-
empty interior. Since the length of each component of Ln\Jn is at least β|Jn| ≥
β2|I|, the intervals Ln accumulate on an open interval L that contains J . Moreover,
the length of L is finite since the length of each component of Ln\Jn is at most
β−1|Jn| ≤ β−2|I|. Since cn is the left boundary point of Jn, and dist

(
[0, 1], Jn

)
≤

|I|/β2, the sequence {cn} is bounded, and then (by passing to a subsequence if
necessary) the sequence (Ω(hn), 0) converges to some (Ω, 0) in the Carathéodory
topology.

Secondly, we claim that the sequence of biholomorphisms
{
h−1
n : Ω(hn) → Un

}
is normal in Ω (note that any compact subset of Ω is eventually contained in
Ω(hn), and then hn is well-defined on it, again see [17, Chapter 5] for more on the
Carathéodory topology). Indeed, from Qcn = gn ◦ h−1

n we get:(
h−1
n

)′
(bn) =

Q′cn(bn)

g′n(1)
=

3b2n
g′n(1)

,

and then
∣∣(h−1

n

)′
(bn)

∣∣ < (3/β)|bn|2 is bounded (since bn is bounded, as we already
have seen). As we said before, since the length of each component of Ln \Jn is
at least β|Jn| ≥ β2|I|, the points bn stay away from the boundary of Ω, that
is, infn∈N

{
d
(
[0, bn], ∂Ω

)}
≥ ε > 0. Koebe Distortion Theorem (Theorem 2.10)

implies then that the family {h−1
n } is normal in Ω. Since bn is bounded from above,

any limit function is non-constant and therefore univalent. In particular it has no
critical points, and this completes the proof of Claim 11.6. �

With Claim 11.6 at hand and Koebe’s one-quarter theorem (Theorem 2.11) we
obtain:

B
(
h−1
n (w), λε/4

)
⊂
(
h−1
n

)(
B(w, ε)

)
for all w ∈ [0, bn] and for all n ∈ N. Let b = supn∈N{bn}, and consider the two
bounded Jordan domains:

Uβ =
⋃

z∈[0,1]

B(z, λε/4) and Vβ =
⋃

w∈[0,b]

B(w, ε) .

For each n ∈ N we have seen that hn is well-defined in Uβ and satisfies hn(Uβ) ⊂
Vβ . Since the sequence {cn} is bounded (as we pointed out before, in the proof of
Claim 11.6), each gn is (well-defined and) uniformly bounded in Uβ . This completes
the proof of Proposition 11.5. �

11.1. Proof of Theorem 11.1. The proof of Theorem 11.1 given below relies on
the following result of de Faria and de Melo [4, Theorem A.6, Appendix A, page
382]:

Theorem 11.7. There exist β ∈ (0, 1) and λ ∈ (0, 1) with the following property:
given any Cr critical circle map f with irrational rotation number, r ≥ 3, there
exists C > 0 such that for each n ∈ N there exist ηn and ξn in Eβ such that ξn has

the same domain as f̃qn , ηn has the same domain as f̃qn+1 and moreover:∥∥ξn − f̃qn∥∥Cr−1([−1,0])
≤ Cλn and

∥∥ηn − f̃qn+1
∥∥
Cr−1([0,|In|/|In+1|])

≤ Cλn .
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Unfortunately the pair (ηn, ξn) given by Theorem 11.7 is not a commuting pair
in general. In particular we have no information on the behaviour of the renormal-
ization operator acting on these pairs.

Proof of Theorem 11.1. By [8, Theorem D] there exists a Cω-compact set K of real
analytic critical commuting pairs and a constant λ0 ∈ (0, 1) with the following
property: given a Cr critical circle map f , r ≥ 3, with any irrational rotation
number there exist C0 > 0 and a sequence {fn}n∈N contained in K such that:

d0

(
Rn(f), fn

)
≤ C0λ

n
0 for all n ∈ N,

and such that the pair fn has the same rotation number as the pair Rn(f) for
all n ∈ N. From Theorem 11.7 we obtain C1 > 0, λ1 ∈ (0, 1) and a sequence{

(ηn, ξn)
}
n∈N such that:

dr−1

(
Rn(f), (ηn, ξn)

)
≤ C1λ

n
1 for all n ∈ N.

By considering C2 = 2 max{C0, C1} > 0 and λ2 = max{λ0, λ1} ∈ (0, 1) we get
that:

d0

(
fn, (ηn, ξn)

)
≤ C2λ

n
2 for all n ∈ N.

By Proposition 11.2, Remark 11.3 and Proposition 11.5 the Cr−1-metric is
Hölder equivalent to the C0-metric for the sequences {fn} and

{
(ηn, ξn)

}
. More

precisely:

dr−1

(
fn, (ηn, ξn)

)
≤ C3λ

n
3 for all n ∈ N,

where C3 = LCα2 > 0 and λ3 = λα2 ∈ (0, 1), and the constants L > 0 and α ∈ (0, 1)
are given by Proposition 11.2. With this at hand we finally obtain, by the triangle
inequality, that:

dr−1

(
Rn(f), fn

)
≤ C4λ

n
4 for all n ∈ N,

where C4 = 2 max{C1, C3} > 0 and λ4 = max{λ1, λ3} ∈ (0, 1). �

12. Exponential Convergence

In this section we prove the uniform exponential convergence of renormalization
in the C4 category (more precisely, we will prove that Theorem 11.1 and Lemma
4.1 combined with Theorem 2.8 imply Theorem B).

Proof of Theorem B. Let f and g be two C4 critical circle maps with the same
irrational rotation number ρ(f) = ρ(g) = [a0, a1, ...] and with the same order at
their critical points. By Theorem 11.1 there exist a Cω-compact set K0 of real
analytic critical commuting pairs, two constants λ0 ∈ (0, 1) and C0 > 1 and two
sequences {fm}m∈N and {gm}m∈N contained in K0 such that for all m ∈ N we have
ρ(fm) = ρ(gm) = [am, am+1, ...] and:

(12.1) d3

(
Rm(f), fm

)
≤ C0 λ

m
0 and d3

(
Rm(g), gm

)
≤ C0 λ

m
0 .

From [4, Theorem A.4, page 379] we know that there exists n0 ∈ N such that
both critical commuting pairs Rn(f) and Rn(g) have negative Schwarzian bounded
away from zero for all n ≥ n0. From Theorem 11.1 we also know that the closure
for the C3-metric of the orbit

{
Rn(f)

}
n≥n0

is a C3-compact set that we denote by

Kf (the ω-limit for the C3-metric under renormalization of f is contained in K0,
which is C3-compact). Let Kg be the corresponding compact set for g, that is, Kg
is the closure for the C3-metric of the orbit

{
Rn(g)

}
n≥n0

. By compactness, there
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exists β ∈ (0, 1) with the following property: any C3 critical commuting pair ζ such
that dC3(ζ,Kf ∪ Kg) < β has negative Schwarzian.

From the real bounds (Theorem 3.5) there exist a universal constant K0 > 1 and
n1 = n1(f, g) ∈ N, with n1 > n0, such that the critical commuting pairs Rn(f) and
Rn(g) are K0-controlled for any n ≥ n1.

Let n2 = n2(2K0) ∈ N be given by Theorem 3.6, and let K = Bn2(2K0) be
given by Lemma 3.7 (here, the power n2 denotes iteration). Let ε0(K) ∈ (0, 1) and
L(K) > 1 be given by Lemma 4.1.

Fix δ ∈ (0, 1) such that δ > logL
logL−log λ0

. Let λ2 = L1−δλδ0, and note that

λ2 ∈ (0, 1) since δ log λ0 + (1 − δ) logL < 0. For each n ∈ N let m = m(n) ∈ N
given by m = bδnc, and fix m0 ∈ N such that:

m0 > max

{
n2 logL+ logC0 + log(1/ε0)

log(1/λ0)
,

logC0 + log(1/β)

log(1/λ0)
, n1

}
.

From (12.1) we see that d2

(
Rm(f), fm

)
< ε0 and d3

(
Rm(f), fm

)
< β for all

m > m0, and also that d2

(
Rm(g), gm

)
< ε0 and d3

(
Rm(g), gm

)
< β for all m > m0.

In particular both critical commuting pairs fm and gm are 2K0-controlled for all
m ≥ m0 and, moreover, both fm and gm have negative Schwarzian for all m ≥ m0

(and then the pairs Rj(fm) and Rj(gm) have negative Schwarzian for all m ≥ m0

and all j ∈ N, see Remark 3.2).
By Theorem 3.6 the critical commuting pair Rj(fm) is K0-controlled for all

m > m0 and j ≥ n2. For j ∈ {0, 1, ..., n2} we combine Lemma 4.1 with (12.1) to
obtain that for all m > m0:

d2

(
Rj(fm),Rj+m(f)

)
≤ Ljd2

(
fm,Rm(f)

)
≤ LjC0λ

m
0 ≤ Ln2C0λ

m
0 < ε0 .

In particular,Rj(fm) is C2-bounded by 2K0 for all m > m0 and j ∈ {0, 1, ..., n2},
and therefore Rj(fm) is K-controlled for all m > m0 and j ∈ {0, 1, ..., n2} by
Lemma 3.7. This allows us to combine Lemma 4.1 with (12.1) in order to obtain:

d2

(
Rn(f),Rn−m(fm)

)
≤ Ln−m · d2

(
Rm(f), fm

)
≤ C0 L

n−mλm0 ≤
(
LC0

λ0

)
λn2

(12.2)

for all n ∈ N such that m = bδnc > m0, since Ln−m−1λm+1
0 ≤ (L1−δλδ0)n = λn2 .

Let C3 = LC0/λ0. Replacing f with g we also get:

(12.3) d2

(
Rn(g),Rn−m(gm)

)
≤ C3 λ

n
2 for all n ∈ N such that m = bδnc > m0.

Since fm and gm are real analytic and have the same combinatorics for each
m ∈ N, we know by Theorem 2.8 that there exist constants C1 > 1 and λ1 ∈ (0, 1)
(both uniform in K0) such that:

(12.4) d2

(
Rn−m(fm),Rn−m(gm)

)
≤ C1λ

n−m
1 ≤ C1(λ1−δ

1 )n

for all n ∈ N such that m = bδnc > m0. Finally we define λ = max{λ1−δ
1 , λ2} =

max{λ1−δ
1 , L1−δλδ0} ∈ (0, 1) and C = C1 + 2C3 = C1 + 2LC0/λ0 > 1. Combining

(12.2), (12.3) and (12.4) we get:

d2

(
Rn(f),Rn(g)

)
≤ Cλn for all n ∈ N such that m = bδnc > m0.

�
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13. Rigidity

As we said in the introduction, the fact that Theorem B implies Theorem A
follows from well-known results by de Faria-de Melo [4, First Main Theorem, page
341] and Khanin-Teplinsky [11, Theorem 2, page 198]. In this final section we just
give more precise references.

Let f and g be two C4 circle homeomorphisms with the same irrational rotation
number and with a unique critical point of the same odd type. Let h be the unique
topological conjugacy between f and g that maps the critical point of f to the
critical point of g. Let {Pfn}n≥1 and {Pgn}n≥1 be the corresponding sequences of
dynamical partitions (see Section 2.1 of this paper), and note that the homeomor-
phism h identifies those partitions.

In [11, Section 3], Khanin and Teplinsky proved that Theorem B implies the

existence of two constants Ĉ > 0 and λ̂ ∈ (0, 1) such that if If , Jf are adjacent atoms

in Pfn , or they are contained in the same atom of Pfn−1, and if Ig = h(If ), Jg = h(Jf )
are the corresponding atoms in Pgn, we have that:

(13.1)

∣∣∣∣log
|Ig|
|If |
− log

|Jg|
|Jf |

∣∣∣∣ ≤ Ĉλ̂n for all n ≥ 1.

Combining these estimates with the real bounds, it is not difficult to prove the
first two conclusions of Theorem A. See [11, Proposition 1, page 199] for Conclusion
(1), and [11, Remark 5, page 213] for Conclusion (2).

To prove Conclusion (3) of Theorem A, however, it is not enough to have (13.1)

for the dynamical partitions (indeed, note that (13.1) holds for Ávila’s examples
[1] already mentioned in the introduction).

In [4, Section 4], de Faria and de Melo constructed suitable partitions {Qfn}n≥1

and {Qgn}n≥1 (the so-called fine grids, see [4, Sections 4.2 and 4.3]) such that for a
full Lebesgue measure set of rotation numbers (see [4, Section 4.4] for its definition)

Theorem B implies the existence of two constants C̃ > 0 and λ̃ ∈ (0, 1) such that:

(13.2)

∣∣∣∣ |If ||Jf | − |Ig||Jg|
∣∣∣∣ ≤ C̃λ̃n for all n ≥ 1.

for each pair of adjacent atoms If , Jf that belong to Qfn. Estimate (13.2) is enough
to prove that the derivative of the conjugacy h is Hölder continuous on the whole
circle (see [4, Proposition 4.3 (b), page 356]), which is precisely Conclusion (3) of
Theorem A.

Appendix A. Proof of Proposition 11.2

In this appendix we prove Proposition 11.2. In the proof we follow the exposition
of Lyubich in [15, Lemma 11.5]:

Proof of Proposition 11.2. Let V be a bounded Jordan domain containing the in-
terval I, and compactly contained in U (as usual, a Jordan domain is an open,
connected and simply connected set of the complex plane, whose boundary is a
Jordan curve). Consider a continuous function h : V → [0, 1] satisfying:

• h is harmonic and positive in the annulus V \I,
• h ≡ 0 on ∂V and h ≡ 1 on I.

Recall that the existence of such a function h is a particular case of the Dirichlet’s
problem.
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To begin with the proof suppose first that M = 1, and let f : U → C be a
holomorphic function such that

∣∣f(z)
∣∣ ≤ 1 for all z ∈ U . Let ε = ‖f‖C0(I) ≤ 1, and

note that:

(A.1) log |f | ≤ h log ε

on ∂(V \I) = I ∪ ∂V . Since f is holomorphic, log |f | is harmonic where f 6= 0 and
subharmonic in the whole domain V , and since h is harmonic in V \I we get from
the maximum principle that inequality (A.1) also holds inside the annulus V \I,
that is,

∣∣f(z)
∣∣ ≤ εh(z) for all z ∈ V .

Given α ∈ (0, 1) let W =
{
z ∈ V : h(z) ∈ (α, 1]

}
, and note that W is a Jordan

domain containing I, compactly contained in V , and such that h(z) = α for all
z ∈ ∂W . Since ε ∈ [0, 1] we have

∣∣f(z)
∣∣ ≤ εh(z) ≤ εα for all z ∈W , that is:

‖f‖C0(W ) ≤
(
‖f‖C0(I)

)α
.

The next step is just the standard application of Cauchy’s integral formulas:
let ρ ∈ (0, 1) such that B(z, ρ) ⊂ W for all z ∈ I. Then for any z ∈ I and any
n ∈ {0, 1, ..., r} we have:∣∣f (n)(z)

∣∣ =

∣∣∣∣∣ n!

2πi

∫
∂B(z,ρ)

f(w)

(w − z)n+1
dw

∣∣∣∣∣ =
n!

2π

∣∣∣∣∫ 2π

0

f(z + ρeiθ)

(ρeiθ)n+1
iρeiθdθ

∣∣∣∣
≤ n!

2π

1

ρn

∫ 2π

0

∣∣f(z + ρeiθ)
∣∣ dθ ≤ ( n!

ρn

)(
sup

w∈∂B(z,ρ)

{∣∣f(w)
∣∣}) .

Defining L1 = r!/ρr we obtain:

‖f‖Cr(I) ≤ L1‖f‖C0(W ) ≤ L1

(
‖f‖C0(I)

)α
.

Therefore Proposition 11.2 is true for the case M = 1. For the general case note
that for any f ∈ F we have ‖f‖Cr(I) = M‖f/M‖Cr(I) ≤ ML1

(
‖f/M‖C0(I)

)α
=

M1−αL1

(
‖f‖C0(I)

)α
, and therefore is enough to consider L = M1−αL1. �
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